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Let A be a matrix valued function defined on some interval, with each A(%)
bein an n x n matrix. A is supposed to be a Lipschitz continuous function of
its argument.

This note is about the linear system

(1) X=Ax+b(t)

where x(?) is a (column) n-vector for each t, and b is a vector valued function
of ¢, assumed throughout to be continuous.

Consider the following ODE for a matrix valued function ®, where each
d(1) is also supposed to be an 7 x n matrix:

) d=AD

1 Proposition. Let ® be a matrix valued function satisfying (2). If ®(ty) is in-
vertible for some ty then ®(t) is in fact invertible for every t, and the inverse
W (1) = ®(r)! satisfies the differential equation

3) Y=_YA,

Proof: The differential equation for ¥ is easy to derive: Just differentiate the
relation Y@ = [ to get

d . .
0= %(‘P@)Z‘PCD+‘PCD=‘I’CD+‘PACD,

which when multiplied on the right by ¥ (and using ®¥ = I) yields (3).

The above proofrequires of course not only that @ is invertible for all ¢z, but
also that the inverse is differentiable.

We can make the argument more rigourous by turning inside out, defining
¥ to be the solution of (3) satisfying the initial condition ¥ (fy) = ®(f)~!. Then
we differentiate:

d . .
E(‘I’@) =YO0+¥Y0=-YAD+VYAD =0,

so that Y@ = [ for all ¢, since it so at £ = ;. ]
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2 Definition. A matrix valued solution of (2), which is invertible for all ¢, is
called a fundamental matrix for (1).

Clearly, there are many fundamental matrices, for if ® is one such and B is
any constant invertible matrix, then ®B is also a fundamental matrix.

However, a fundamental matrix is uniquely determined by its value at any
given fy, and if ®; and ®, are two fundamental matrices, we can set B =
<I>1‘1 (t9) D2 (19), so that ®;B = ®, —at t = 1y, and hence for all ¢.

We now show how the fundamental matrix solves the general initial-value
problem for (1).

In fact, let x be any solution of (1). Let ® be a fundamental matrix, and
write x = ®y. Then & = ®y + ®j = A®y + @y, so that (1) becomes

ADy+®j = ADy+b.

Two terms cancel of course, and after multiplying both sides by ®~! on the
left what remains is
y=0"1p,

which is trivial to solve. Given the initial condition x(fy) = xg, that translates
into y(ty) = ®(t5) " xp, so the solution for yis

13
yu)=¢uw‘uh+j'®ur4mwd&
o

Multiplying by ®(¢) on the left we finally have the solution

t
nn:@ummm*m+®mj"®m*bmda
o
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