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Abstract. We obtain error bounds for monotone approximation schemes
of Hamilton-Jacobi-Bellman equations. These bounds improve previous
results of Krylov and the authors. The key step in the proof of these
new estimates is the introduction of a switching system which allows
the construction of approximate, (almost) smooth supersolutions for the
Hamilton-Jacobi-Bellman equation.

1. Introduction

This paper is a continuation of a work started in [2] (see also Jakobsen [21])
whose aim is to prove results on the rate of convergence of monotone approxi-
mation schemes for possibly degenerate Hamilton-Jacobi-Bellman equations
(HJB equations in short) by purely analytical methods. Krylov [26, 27] ob-
tained such results in a rather general framework but by using a combination
of PDE arguments and rather deep probabilistic estimates which we want
to avoid.

The strategy we used in [2] is based on the idea that the HJB equation
and the approximation scheme should play symmetrical roles. Unfortu-
nately, this leads to unnatural restrictions on the data when the scheme in
consideration is a finite difference method. These restrictions do not appear
in [27]. In the present paper, we use a more classical strategy in which the
HJB equation plays the central role. Our approach yields results in the full
generality, improving those of [26, 27] and [2].

In order to be more specific, we introduce the HJB equation which is
written in the form

F (x, u,Du,D2u) = 0 in R
N ,(1.1)

with

F (x, t, p,X) = sup
α∈A

Lα(x, t, p,X),

Lα(x, t, p,X) = −tr[aα(x)X] − bα(x)p+ cα(x)t− fα(x),

Date: November 27, 2003.
Key words and phrases. Hamilton-Jacobi-Bellman equations, switching system, viscos-

ity solution, approximation schemes, finite difference methods, convergence rate, error
bound.

1



2 BARLES AND JAKOBSEN

where tr denotes the trace. The coefficients a, b, c, f are, at least, continuous
functions defined on R

N ×A with values respectively in the space S(N) of
symmetric N×N matrices, R

N and R. The space of controls, A, is assumed
to be a compact metric space. Precise assumptions on the data will be given
later on. Under classical assumptions, it is well-known that this equation
is associated to a stochastic optimal control problem, and that the value
function of this problem, is the unique viscosity solution of the equation.
Moreover, the value function is typically bounded and Hölder continuous,
and the regularity depends on the properties of a, b, c and f .

The monotone approximation schemes we consider are of the following
type,

S(h, x, uh(x), [uh]x) = 0 in R
N ,(1.2)

where S is, loosely speaking, a consistent, monotone and uniformly contin-
uous approximation of F in (1.1). The approximate solution is uh, [uh]x
is a function defined from uh, and the approximation parameter is h. This
abstract notation was introduced by Barles and Souganidis [3] to display
clearly the monotonicity of the scheme: S is non-decreasing in uh and non-
increasing in [uh]x with the classical ordering for functions. Typical ap-
proximation schemes which we have in mind, are finite difference methods
(FDMs) and control schemes based on the dynamic programming principle.
We refer to Dupuis and Kushner [11] and Camilli and Falcone [5] for more
information about such schemes.

In the viscosity solutions setting the first results on convergence rates for
monotone schemes were obtained by Crandall and Lions [10]. Later the first-
order case have been studied by many authors considering different schemes
and assumptions [7, 36, 37, 13, 1, 25, 29, 35, 28, 24]. Only recently did
Krylov [26, 27] obtain the first results for second-order equations (for HJB
equations), and these results were then partially extended by Barles and
Jakobsen [2, 21]. These results concern only HJB equations, or equivalently,
equations with convex/concave Lipschitz continuous non-linearity F . In the
non-convex (or non-concave) case, to the best of our knowledge, there are no
general results. There exist results only in particular cases like, for example,
in one space-dimension [20] and for obstacle problems [19].

From a technical point of view, the upper estimate on u−uh is much easier
to obtain than the lower estimate. Roughly speaking, a regularization of the
solution u by convolution provides approximate smooth subsolutions of the
equation because of the convexity of the equation. By inserting this smooth
subsolution in the scheme and using consistency, one is led to the upper
bound after choosing an optimal parameter of regularization. It is worth
pointing out that a non-trivial difficulty in performing this argument is the
x-dependence in the equation. This difficulty was solved by a very clever
argument of Krylov [27] which is used extensively in [2] and in the present
paper.
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Unfortunately, this is clearly a one-sided argument working only for con-
vex equations. In general, there is no simple way to build approximate
smooth supersolutions which would lead to the lower estimate on u−uh. It
is precisely this difficulty that we overcome here. In fact, we do not really
build a sequence of approximate smooth supersolutions, but a sequence of
supersolutions which behave as if they were smooth. The key step here is to
introduce switching system approximations of the HJB equation and study
their rates of convergence. This approach is inspired by Evans and Friedman
[12], see also [6]. These rates of convergence are obtained by combining the
above mentioned idea of Krylov and an approach suggested by Lions [33].
Even if we do not make a point of proving general results in this direction,
this part has an independent interest. It seems to be the first time that the
rate of convergence is obtained for such switching system approximations in
the case of second-order equations.

In order to give a flavor of our results, for HJB equation satisfying natural
assumptions and with bounded Lipschitz continuous solutions, we prove a
lower estimate of the form h1/5 for a standard finite difference method. The
corresponding result in Krylov [27] was h1/27.

The paper is organized as follows: In Section 2 we introduce the switch-
ing system and prove the rate of convergence. This result is then used in
Section 3 for obtaining the rate of convergence of the approximation scheme
(1.2). In Section 4, we apply the result of Section 3 to a typical finite dif-
ference method for the HJB equation taken from Dupuis and Kushner [11].
In order to simplify the exposure, the proofs in the paper are presented in
a context where all the solutions are Lipschitz continuous. In Section 5, we
provide without proofs, extensions to the case of C 0,δ(RN )-solutions. We
also discuss the fact that our approach is rather close to provide results
for the non-convex (non-concave) case. Finally the Appendix collects sev-
eral results for switching systems (well-posedness, regularity, and continuous
dependence) which are used throughout the paper.

We conclude this introduction by explaining the notation we will use
throughout this paper. By | · | we mean the standard euclidian norm in any
R

p type space (including the space of N × P matrices). In particular, if
X ∈ S(N) then |X|2 = tr(XXT ) where XT denotes the transpose of X.
Now if w is a bounded function from R

N into either R, R
M , or the space of

N × P matrices, we set

|w|0 = sup
y∈RN

|w(y)|.

If w is also Lipschitz continuous, we set

[w]1 = sup
x6=y

|w(x) −w(y)|

|x− y|
and |w|1 = |w|0 + [w]1.

We denote by ≤ the component by component ordering in R
M and the

ordering in the sense of positive semi-definite matrices in S(N). For the
rest of this paper we let ρ denotes the same, fixed, positive smooth function
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with support in {|x| < 1} and mass 1. From this function ρ, we define the
sequence of mollifiers {ρε}ε>0 as follows,

ρε(x) =
1

εN
ρ

(x

ε

)

in R
N .

We also use the following spaces: Cb(R
N ) and C0,δ(RN ), δ ∈ (0, 1], denoting

respectively the space of bounded continuous functions on R
N and the space

of bounded δ-Hölder continuous functions on R
N .

2. Convergence Rate for a Switching System.

In this section, we obtain the rate of convergence for certain switching
system approximations to the HJB equation (1.1). Such approximations
have be studied in [12, 6], and a viscosity solutions theory of switching
systems can be found in [38, 18, 17]. We consider the following type of
switching systems,

Fi(x, v,Dvi, D
2vi) = 0 in R

N , i ∈ I := {1, . . . ,M},(2.1)

where the solution v = (v1, · · · , vM ) is in R
M , and for i ∈ I, x ∈ R

N ,
r = (r1, · · · , rM ) ∈ R

M , p ∈ R
N , and X ∈ SN , Fi is given by

Fi(x, r, p,X) = max
{

sup
α∈Ai

Lα(x, ri, p,X); ri −Mir
}

,

where Ai ⊂ A, Lα is defined below (1.1), and for k > 0,

Mir = min
j 6=i

{rj + k}.

Under suitable assumptions on the data, we have existence and uniqueness
of a solution v of this system. Moreover, it is not difficult to see that, as
k → 0, every component of v converge locally uniformly to the solution of
the following HJB equation

sup
α∈A

Lα(x, u,Du,D2u) = 0 in R
N ,(2.2)

where A = ∪i Ai.
The objective of this section is to obtain an error bound for this conver-

gence. For the sake of simplicity, we restrict ourselves to the situation where
the solutions are Lipschitz continuous. However, it is not difficult to adapt
our approach to more general situations, and we give results in this direction
in Section 5.

We will use the following assumptions:

(A1) For any α ∈ A, aα = 1
2σ

ασαT for some N×P matrix σα. Furthermore,
there are constants λ,K independent of α such that

c ≥ λ > 0 and |σα|1 + |bα|1 + |cα|1 + |fα|1 ≤ K.
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(A2) The constant λ in (A1) satisfies λ > supα

{

[σα]21 + [bα]1
}

.

As the reader will see below and in the following sections, assumption
(A1) ensures the well-posedness of all the equations and systems of equa-
tions we consider in this paper. If we assume in addition (A2), all solutions
will belong to C0,1(RN ). We refer to the Appendix for a precise justi-
fication of these claims. In the present situation, we have the following
well-posedness and regularity result.

Proposition 2.1. (i) Assume (A1). If w1 and w2 are sub- and supersolu-
tions of (2.1) or (2.2), then w1 ≤ w2.

(ii) Assume (A1) and (A2). Then there exist unique solutions v and u of
(2.1) and (2.2) respectively, satisfying

|v|1 + |u|1 ≤ C,

where the constant C only depends on K,λ from (A1).

In order to obtain the rate of convergence for the switching approximation,
we use the before mentioned regularization procedure of Krylov [27, 2]. This
procedure requires the introduction of following auxiliary system

F ε
i (x, vε, Dvε

i , D
2vε

i ) = 0 in R
N , i ∈ I,(2.3)

where vε = (vε
1, · · · , v

ε
M ),

F ε
i (x, r, p,M) = max

{

sup
α∈Ai,|e|≤ε

Lα(x+ e, ri, p,X); ri −Mir
}

,

and L and M are defined below (1.1) and (2.1) respectively. By Theo-
rems A.1 and A.3 in the Appendix, we have the following result:

Proposition 2.2. (i) Assume (A1). If w1 and w2 are sub- and supersolu-
tions of (2.3), then w1 ≤ w2.

(ii) Assume (A1) and (A2). Then there exist a unique solution vε of
(2.3) satisfying

|vε|1 +
1

ε
|vε − v|0 ≤ C,

where v solves (2.1) and the constant C only depends on K,λ from (A1).

We are now in a position to state and prove the main result of this section.

Theorem 2.3. Assume (A1) and (A2). If u and v are the solutions of (2.2)
and (2.1) respectively, then for k small enough,

0 ≤ vi − u ≤ Ck1/3 in R
N , i ∈ I,

where C only depends on λ,K from (A1).

Remark 2.1. This seems to be the first time the rate of convergence is ob-
tained for switching system approximations of second-order equations.
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Proof of Theorem 2.3. Since w = (u, . . . , u) is a subsolution of (2.1), com-
parison for (2.1) (Proposition 2.1 (i)) yields u ≤ vi for i ∈ I.

To get the other bound, we use an argument suggested by P.-L. Lions [33]
together with the regularization procedure of Krylov [27]. Consider first
system (2.3). It follows that, for every |e| ≤ ε,

sup
α∈Ai

Lα(x+ e, vε
i (x), Dv

ε
i , D

2vε
i ) ≤ 0 in R

N , i ∈ I.

After a change of variables, we see that for every |e| ≤ ε, vε(x − e) is a
subsolution of the following system of uncoupled equations

sup
α∈Ai

Lα(x,wi, Dwi, D
2wi) = 0 in R

N , i ∈ I.(2.4)

Define vε := vε ∗ ρε where {ρε}ε is the sequence of mollifiers defined at the
end of the introduction. Then vε is also a subsolution of (2.4) since it can
be viewed as the limit of convex combinations of subsolutions vε(x − e) of
the convex system of equations (2.4). We refer to the Appendix in [2] for
the details.

On the other hand, since vε is a continuous subsolution of (2.3), we have

vε
i ≤ min

j 6=i
vε
j + k in R

N , i ∈ I.

It follows that maxi v
ε
i (x) − mini v

ε
i (x) ≤ k, and hence

|vε
i − vε

j |0 ≤ k, i, j ∈ I.

Then, by the definition and properties of vε, we have

|Dnvεi −Dnvεj|0 ≤ C
k

εn
, n ∈ N, i, j ∈ I,

where C only depends on ρ. Furthermore, from these bounds, we see that
for ε < 1,

∣

∣

∣

∣

sup
α∈Ai

Lα[vεj ] − sup
α∈Ai

Lα[vεi]

∣

∣

∣

∣

≤ C
k

ε2
in R

N , i, j ∈ I.

Here C only depends on |σ|0, |b|0, |c|0 and ρ. Since vε is a subsolution of
(2.4), this means that,

sup
α∈A

Lα(x, vεi, Dvεi, D
2vεi) ≤ C

k

ε2
in R

N , i ∈ I.

So by (A1) and the definition of L, we see that vεi −
1
λC

k
ε2 is a subsolution

of equation (2.2).
Comparison for (2.2) (Proposition 2.1 (i)) yields

vεi − u ≤
1

λ
C
k

ε2
in R

N , i ∈ I.

Hence, by properties of mollifiers and the regularity of vε
i , we have

vi − u ≤ vi − vεi + vεi − u ≤ Cε+
1

λ
C
k

ε2
in R

N , i ∈ I.
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Minimizing w.r.t. ε yields the result. �

3. Convergence rate for the HJB equation.

In this section we derive an error bound for the convergence of the solution
of the scheme (1.2) to the solution of the HJB equation (1.1). This result is
general and derived using only PDE methods, and it extends and improves
earlier results by Krylov [26, 27], Barles and Jakobsen [2, 21].

We assume that assumptions (A1) and (A2) of Section 2 hold. As a special
case of Proposition 2.1, we have the following well-posedness and regularity
result for (1.1):

Proposition 3.1. (i) Assume (A1). If w1 and w2 are sub- and supersolu-
tions of (1.1), then w1 ≤ w2.

(ii) Assume (A1) and (A2). Then there exists a unique solution u of
(1.1) satisfying

|u|1 ≤ C,

where the constant C only depends on K,λ from (A1).

For the scheme (1.2) we assume:

(S1) (Monotonicity) For every h > 0, x ∈ R
N , r ∈ R, m ≥ 0, and

bounded continuous functions u, v such that u ≤ v in R
N , the following

holds:
S(h, x, r +m, [u+m]x) ≥ λm+ S(h, x, r, [v]x).

(S2) (Regularity) For every h > 0 and φ ∈ Cb(R
N ), x 7→ S(h, x, φ(x), [φ]x)

is bounded and continuous in R
N and the function r 7→ S(h, x, r, [φ]x) is uni-

formly continuous for bounded r, uniformly in x ∈ R
N .

(S3) (Consistency) There exists integers n, ki ≥ 0, i = 1, 2, . . . , n, and a
constant Kc such that for every h ≥ 0, x ∈ R

N , and smooth function φ:
∣

∣F (x, φ(x), Dφ(x), D2φ(x)) − S(h, x, φ(x), [φ]x)
∣

∣ ≤ Kc

∑

ki 6=0

|Diφ(x)|hki .

Remark 3.1. Condition (S1) and (S2) imply a comparison result for bounded
continuous solutions of (1.2), see [2].

Before we continue, we mention that the upper bound on the error u−uh

is known from [2], see also [27, 21]. Let us state the result here.

Proposition 3.2. Assume (A1), (A2), (S1) – (S3), and that (1.2) has
a unique solution uh ∈ Cb(R

N ). If u is the solution of (1.1), then, for
sufficiently small h > 0, we have

u− uh ≤ Chγ in R
N ,

where γ := min
ki 6=0

{

ki

i

}

and C only depends on λ,K,Kc from (A1), (S3).
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Remark 3.2. Existence of uh ∈ Cb(R
N ) must be proved for each particular

scheme S. We refer to [26, 27, 2, 21] for examples of such arguments.

As mentioned in the Introduction, the proof of this proposition relies on
the regularization procedure of Krylov which was also used in Section 2. The
idea is to obtain a smooth subsolution of equation (1.1) which is close to the
solution of this equation. This then yields the upper bound after classical
computations. This approach however does not yield the lower bound unless
you require much stronger assumptions on the scheme (1.2), see [2, 21, 26].

To avoid such restrictive assumptions, we use a different technique here.
The key point is to obtain approximate “almost smooth” supersolutions by
considering the following switching system approximation of (1.1):

F ε
i (x, vε, Dvε

i , D
2vε

i ) = 0 in R
N , i ∈ I,(3.1)

where vε = (vε
1, · · · , v

ε
M ),

F ε
i (x, r, p,X) = max

{

min
|e|≤ε

Lαi(x, ri, p,X); ri −Mir
}

,

and L and M are defined below (1.1) and (2.1) respectively. The solution
of this system is expected to be close to the solution of (1.1) if k and ε
are small and {αi}i∈I ⊂ A is a sufficiently refined grid for A. In fact for
this to be true we need to assume that the coefficients σα, bα, cα, fα can be
approximated uniformly in x by σαi , bαi , cαi , fαi . The precise assumption is:

(A3) For every δ > 0, there are M ∈ N and {αi}
M
i=1 ⊂ A, such that for any

α ∈ A,

inf
1≤i≤M

(|σα − σαi |0 + |bα − bαi |0 + |cα − cαi |0 + |fα − fαi |0) < δ.

Remark 3.3. The typical cases where (A3) is satisfied are (i) when A is
a finite set and (ii) when all coefficients are uniformly continuous in α,
uniformly in x.

For equation (3.1), we have the following result.

Lemma 3.3. Assume (A1) and (A2).
(a) There exists a unique solution vε of (3.1) satisfying |vε|1 ≤ C, where

C only depends on λ,K from (A1).
(b) Assume in addition (A3), and let u denote the solution of (1.1). Then

for any δ > 0 there are M ∈ N and {αi}
M
i=1 ⊂ A such that the solution vε

of (3.1) satisfy

maxi |u− vε
i |0 ≤ C(ε+ k1/3 + δ),

where C only depends on λ,K from (A1).

The (almost) smooth supersolutions of (1.1) we are looking for are built
out of the vε

i ’s by mollification. Before giving the next lemma, we remind
the reader that the sequence of mollifiers {ρε}ε is defined at the end of the
introduction.
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Lemma 3.4. Assume (A1), (A2), and define vεi := ρε ∗ v
ε
i for i ∈ I.

(a) There is a constant C depending only on λ, K from (A1), such that

|vεj − vε
i |0 ≤ C(k + ε) for i, j ∈ I.

(b) Assume in addition that ε ≤ (4 supi[v
ε
i ]1)

−1k. For every x ∈ R
N , if

j := argmini∈Ivεi(x), then

Lαj (x, vεj(x), Dvεj(x), D
2vεj(x)) ≥ 0 .

Lemma 3.4 (b) implies that w := mini∈I vεi is a viscosity supersolution of
(1.1) in all of R

N (at least this follows from the proof). This function is an
“almost smooth” supersolution in the sense that, at any point x, it is only
the smooth function vεj of Lemma 3.4 (b) (which is a supersolution at this
point) which is really playing a role. This can be seen from the proof of the
rate of convergence below.

We prove these two lemmas after having stated and proved the main result
of this paper – the result giving the lower bound on the error u− uh for the
scheme (1.2).

Theorem 3.5. Assume (A1) – (A3), (S1), (S3), and that (1.2) has a unique
solution uh ∈ Cb(R

N ). If u is the solution of (1.1), then, for sufficiently
small h > 0, we have

−Chγ̄ ≤ u− uh in R
N ,

where γ̄ := min
ki 6=0

{

ki

3i−2

}

and C only depends on λ, K, Kc from (A1), (S3).

Proof. We fix a δ > 0 and pick the corresponding {αi}I according to (A3).
Then we consider the solution vε of (3.1) corresponding to this choice of
{αi}I . Lemma 3.3 yields existence and properties of vε. Furthermore, we
mollify this function to obtain vε as in Lemma 3.4.

We proceed to obtain an estimate for

m := sup
y∈RN

{uh(y) − w(y)},

where w := mini∈I vεi. In order to have a “max” instead of a “sup”, we
approximate m by

mκ := sup
y∈RN

{uh(y) − w(y) − κφ(y)},(3.2)

where κ > 0 is a small constant and φ(y) = (1 + |y|2)1/2. Since uh and w
are continuous, it is clear that the supremum (3.2) is attained at some point
x ∈ R

N . Because of the definition of w, it is easy to see that x is also a
maximum point of

sup
y∈RN

{uh(y) − vεi(y) − κφ(y)}(3.3)

when i = argminj∈Ivεj(x). Notice that this supremum is still mκ.



10 BARLES AND JAKOBSEN

Now take ε = (4 supi[v
ε
i ]1)

−1k. From Lemma 3.4 (b), the properties of φ,
and (A1), we see that

sup
α∈A

Lα(x, (vεi + κφ)(x), D(vεi + κφ)(x), D2(vεi + κφ)(x)) ≥ −Cκ,(3.4)

where C only depends on K from (A1) (C = supα,x{|σ
α|20 + |bα|}).

Let us estimate mκ. By (3.4) and (S3) we have

−Cκ ≤ S(h, x, (vεi + κφ)(x), [vεi + κφ]x) +Kc

∑

ki 6=0

|Di(vεi + κφ)|0h
ki .

By the definitions of vεi and φ, we can conclude that

−C
∑

ki 6=0

ε1−ihki + O(κ) ≤ S(h, x, (vεi + κφ)(x), [vεi + κφ]x),(3.5)

where C only depends on ρ and λ,K from (A1). On the other hand, using
(S1), (3.3), and the definition of mκ, we see that

S(h, x, (vεi + κφ)(x), [vεi + κφ]x) ≤ S(h, x, uh(x) −mκ, [uh −mκ]x)

≤ −λmκ + S(h, x, uh(x), [uh]x) = −λmκ,

where the last equality follows since uh is the solution of (1.2). From this
inequality and (3.5), we have

λmκ ≤ C
∑

ki 6=0

ε1−ihki + O(κ).

From this estimate, we obtain the estimate for m by sending κ → 0 and
noting that mκ → m.

Using the estimate for m, we now derive the lower bound on the error.
Fix an arbitrary y ∈ R

N . From the definition of m, we see that

uh(y) − u(y) ≤ uh(y) − vεi(y) + vεi(y) − u(y)

≤ m+ vεi(y) − u(y).

Using the bound on m, Lemmas 3.4 (a) and 3.3 (b), we obtain

uh(y) − u(y) ≤ C





∑

ki 6=0

ε1−ihki + ε+ k + k1/3 + δ



 .

The constant C does not depend on y and therefore the right-hand side is a
uniform in y upper bound for uh − u.

The conclusion follows by choosing

ε = max
ki 6=0

h
3ki

3i−2 and k = 4 sup
i

[vε
i ]1ε,

and sending δ → 0 (since all constants are independent of the size of I). �

Now we give the proofs of Lemmas 3.3 and 3.4.
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Proof of Lemma 3.3.
1. First we approximate (1.1) by the following equation:

sup
i∈I

Lαi(x, v,Dv,D2v) = 0 in R
N .

From assumption (A3) and Lemmas A.1 and A.3 in the Appendix, we have
the following result: There exist a unique solution v of the above equation
satisfying

|v − u|0 ≤ Cδ,

where C only depends on λ,K from (A1).
2. We continue by approximating the above equation by the following
switching system:

max
{

Lαi(x, vi, Dvi, D
2vi); vi −Miv

}

= 0 in R
N , i ∈ I,

where M is defined below (2.1). From Proposition 2.1 and Theorem 2.3
in Section 2 we have existence and uniqueness of a solution v̄ of the above
system satisfying

|v̄i − v|0 ≤ Ck1/3, i ∈ I,

where C only depends on ρ and λ,K from (A1).
3. The switching system defined in the previous step is nothing but (3.1)
with ε = 0 or (2.3) with the Ai’s being singletons. Proposition 2.2 in Section
2 yields the existence and uniqueness of a solution vε of (3.1) satisfying

|vε|1 +
1

ε
|vε − v̄|0 ≤ C,

where C only depends on λ,K from (A1).
4. The proof is complete by combining the estimates in steps 1 – 3, and
noting that (A3) is only needed in step 1. �

Proof of Lemma 3.4. We start by (a). From the properties of mollifiers and
the Lipschitz continuity of vε, it is immediate that

|vεi − vε
i |0 ≤ Cε, i ∈ I,

where C = maxi[v
ε
i ]1 depends only on K,λ from (A1). Furthermore we saw

in the proof of Theorem 2.3 in Section 2 that

0 ≤ max
i
vε
i − min

i
vε
i ≤ k in R

N .

From these two estimates, (a) follows.
Now consider (b). We consider an arbitrary point x ∈ R

N and set

j = argmini∈Ivεi(x).

Then, by definition of M and j, we have

vεj(x) −Mjvε(x) = max
i6=j

{

vεj(x) − vεi(x) − k
}

≤ −k.

Part (a) then leads to

vε
j (x) −Mjv

ε(x) ≤ −k + 2[vε
j ]1ε,
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and by using the Lipschitz continuity of vε (Lemma 3.3),

vε
j (y) −Mjv

ε(y) ≤ −k + 2[vε
j ]1(ε+ |x− y|).

From this we conclude that if |x− y| < ε and ε ≤ (4maxi[v
ε
i ]1)

−1k, then

vε
j (y) −Mjv

ε(y) < 0.

Equation (3.1) then implies

inf
|e|≤ε

Lαj (y + e, vε
j (y), Dv

ε
j (y), D

2vε
j (y)) = 0.

After a change of variables we see that for every |e| ≤ ε,

Lαj (x, vε
j (x− e), Dvε

j (x− e), D2vε
j (x− e)) ≥ 0.(3.6)

In other words, for every |e| ≤ ε, vε
j (x− e) is a supersolution at x of

Lαj (x,w,Dw,D2w) = 0.(3.7)

By mollifying (3.6) we see formally that vεj is also a supersolution of (3.7)
at x and hence a (viscosity) supersolution of the HJB equation (1.1) at x.
This is correct since vεj can be viewed as the limit of convex combinations
of supersolutions vε

j (x − e) of the linear and hence concave equation (3.7),

we refer to the Appendix in [2] for the details. We conclude the proof by
noting that since vεj is smooth, it is in fact a classical supersolution of (1.1)
at x. �

4. Monotone Finite Difference Methods.

As an application of the results in the previous section we derive here a
the rate of convergence for a finite difference scheme proposed by Kushner
[11, 14] for the N -dimensional HJB equation (1.1). The notation for these
schemes is taken from [11, 14]. We start by naming the difference operators
we need. Let {ei}

N
i=1 denote the standard basis in R

N and define

∆±
xi
w(x) = ±

1

h
{w(x± eih) − w(x)},

∆2
xi
w(x) =

1

h2
{w(x + eih) − 2w(x) + w(x− eih)},

∆+
xixj

w(x) =
1

2h2
{2w(x) + w(x+ eih+ ejh) + w(x− eih− ejh)}

−
1

2h2
{w(x+ eih) + w(x− eih) + w(x+ ejh) + w(x− ejh)},

∆−
xixj

w(x) =
1

2h2
{w(x+ eih) + w(x− eih) + w(x+ ejh) + w(x− ejh)}

−
1

2h2
{2w(x) + w(x+ eih− ejh) + w(x− eih+ ejh)}.

Now we define the schemes as follows,

F̃ (x, uh(x),∆±
xi
uh(x),∆2

xi
uh(x),∆±

xixj
uh(x)) = 0,(4.1)
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where

F̃ (x, t, p±i , Aii, A
±
ij) = sup

α∈A

{

N
∑

i=1

[

−
aα

ii

2
Aii +

∑

j 6=i

(

−
aα+

ij

2
A+

ij +
aα−

ij

2
A−

ij

)

− bα+
i (x)p+

i + bα−i (x)p−i

]

+ cα(x)t− fα(x)
}

,

and b+ = max{b, 0} and b− = (−b)+ (b = b+ − b−).
Assume that (A1) holds. In order to obtain the required monotonicity of

these schemes, we need to assume in addition that the matrix a is diagonally
dominant,

aα
ii(x) −

∑

j 6=i

|aα
ij(x)| ≥ 0 in R

N , i = 1, . . . , N.(4.2)

We also assume that the coefficients are normalized so that

N
∑

i=1

{

aα
ii(x) −

∑

j 6=i

|aα
ij(x)| + |bαi (x)|

}

≤ 1 in R
N .(4.3)

Assumption (4.2) is standard in numerical analysis, see [11, 14]. We also
refer to Lions and Mercier [34] and to Bonnans and Zidani [4] for a discussion
of this condition. Assumption (4.3) is always satisfied after a multiplication
in (1.1) by an appropriate positive constant.

From the results in Section 3, we have the following bound on u− uh:

Theorem 4.1. Assume (A1) – (A3), (4.2), and (4.3) hold. If u and
uh ∈ Cb(R

N ) are solutions of (1.1) and (4.1) respectively, then for h > 0
sufficiently small,

|u− uh|0 ≤ Ch1/5.

Remark 4.1. Krylov [27] obtains the rate 1/27 using probabilistic methods.
One contribution of this paper is to improve this rate to 1/5.

By Theorems 3.2 and 3.5 in Section 3, the above result holds if we can
define S in (1.2), check that assumptions (S1) – (S3) hold with k2 = 1, k4 =
2, and ki = 0 otherwise, and prove existence of uh ∈ Cb(R

N ). Let us proceed
to write down S. In order to better see the monotonicity of the scheme and to
fix some more notation, we are going to rewrite (4.1) as a discrete dynamical
programming principle. We refer to [11] for the probabilistic interpretation.
Define the following one step transition probabilities,

pα(x, x) = 1 −

N
∑

i=1

{

aα
ii(x) −

∑

j 6=i

|aα
ij(x)| + h|bαi (x)|

}

,

pα(x, x± eih) =
aα

ii(x)

2
−

∑

j 6=i

|aα
ij(x)|

2
+ hbα±i (x),
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pα(x, x+ eih± ejh) =
aα±

ij (x)

2
,

pα(x, x− eih± ejh) =
aα∓

ij (x)

2
,

and pα(x, y) = 0 for all other y. Note that by (4.2) and (4.3), 0 ≤ pα(x, y) ≤
1 for all α, x, y if h ≤ 1. Furthermore

∑

z∈hZN pα(x, x + z) = 1 for all α, x.
Tedious but straightforward computations show that the following equation
is equivalent to (4.1),

uh(x) = inf
α∈A

{

1

1 + h2cα(x)

(

∑

z∈hZN

pα(x, x+ z)uh(x+ z) + h2fα(x)
)

}

.

This is the discrete dynamical programming principle. From this equation
we define S. For φ ∈ Cb(R

N ), set [φ]hx(·) := φ(x+ ·) and

S(h, y, t, [φ]hx) := sup
α∈A







−
1

h2





∑

z∈hZN

pα(y, y + z)[φ]hx(z) − t



 + cα(x)t− fα(y)







.

Using this definition of S, it is easy to check (S1) – (S3), see the lemma
below (see also [2]). Existence of solutions uh ∈ Cb(R

N ) of (4.1) can be
proved using the contraction mapping theorem, we refer to [26, 27, 2, 21]
for such arguments. Thus, we may conclude that Theorem 4.1 holds.

Lemma 4.2. Assume (A1), (A2), (4.2), (4.3), and 0 < h < 1. Then the
scheme (4.1) satisfy conditions (S1) – (S3), where (S3) takes the form

|F (x, v,Dv,D2v) − S(h, x, v(x), [v]x)| ≤ sup
α

|bα|0|D
2v|0h+ sup

α
|σα|20|D

4v|0h
2.

5. Extensions and Remarks

Let us first consider the case when (A2) is not satisfied. Then the so-
lutions of the different equations are only Hölder continuous. E.g. for the
HJB equation (1.1) we have the following result:

Lemma 5.1. Assume (A1) and define λ0 := supA{[σ]21 + [b]1}. If λ < λ0,
then there exist unique solution u ∈ C0,δ(RN ) of (1.1), where δ = λ/λ0.

This result was proved in [30]. We claim that under (A1), we have the
same regularity (the same δ) for all equations considered in this paper. We
skip the tedious proof of this claim. In the rest of this section, the solutions
of the different equations are assumed to belong to C 0,δ(RN ) with the same
fixed δ ∈ (0, 1].

Lower than Lipschitz regularity of solutions implies lower convergence
rates than obtained in Sections 2 – 4. We will now state the Hölder version
of these results without proofs. The proofs are not much different from the
proofs given above, and moreover, the Hölder case was extensively studied in
[2]. We start by the convergence rate for the switching system approximation
of Section 2.
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Proposition 5.2. Assume (A1). If ū and v are the solutions of (2.2) and
(2.1) belonging to C0,δ(RN ), then for k small enough,

0 ≤ vi − ū ≤ Ck
δ

2+δ in R
N , i ∈ I,

where C only depends on λ,K from (A1).

The upper bound on the error for monotone approximation schemes (1.2)
for the HJB equation (1.1) is given by the following result.

Proposition 5.3. Assume (A1), (S1) – (S3), and that (1.2) has a unique
solution uh ∈ Cb(R

N ). If u ∈ C0,δ(RN ) is the solution of (1.1), then for
sufficiently small h > 0, we have

u− uh ≤ Chδγ in R
N ,

where γ and C are defined in Proposition 3.2.

This proposition was essentially proved in [2], see [21] for this form of the
result. Finally, we have come to the Hölder version of the main result of
this paper:

Proposition 5.4. Assume (A1), (A3), (S1), (S3), and that (1.2) has a
unique solution uh ∈ Cb(R

N ). If u ∈ C0,δ(RN ) is the solution of (1.1), then
for sufficiently small h > 0, we have

−Chγ̄ ≤ u− uh in R
N ,

where γ̄ := min
ki 6=0

{

δ2ki

(2+δ)i−2δ

}

and C only depends on λ,K,Kc from (A1),

(S3).

Remark 5.1. Above we removed assumption (A2). It is also possible to
weaken assumption (A1) by assuming that c, f are only Hölder continuous.
This would then lead to Hölder continuous solutions with lower Hölder ex-
ponents than above. The above results would continue to hold however, but
now with a different δ. We refer to [2] for results in this direction.

Next, we comment on a possible extension to the non-convex/non-concave
case. We are interested in the Isaacs equations coming from stochastic
differential games,

F (x, u,Du,D2u) = 0 in R
N ,(5.1)

where

F (x, t, p,X) = sup
α∈A

inf
β∈B

Lα,β(x, t, p,X),

Lα,β(x, t, p,X) = −tr[aα,β(x)X] − bα,β(x)p+ cα,β(x)t− fα,β(x),

and A,B are compact metric spaces. Assume that assumptions like (A1) –
(A3) are satisfied for this problem. In this case we have well-posedness and
Lipschitz regularity results for (5.1) (see the Appendix).
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Let {αi}
M
i=1 ⊂ A be a suitable refined grid for A, and consider the ques-

tion of finding the rate of convergence for the following switching system
approximation of (5.1):

Fi(x, v,Dvi, D
2vi) = 0 in R

N , i ∈ I := {1, . . . ,M},(5.2)

where v = (v1, · · · , vM ),

Fi(x, r, p,M) = max
{

inf
β∈B

Lαi,β(x, ri, p,X); ri −Mir
}

,

and M is defined just below (2.1) in Section 2. To the best of our knowl-
edge, this question is still an open problem, and clearly the method used in
Section 2 cannot be extended to this case.

However, if we assume that this question has been resolved, then the
proof of Theorem 3.5 can be extended to give a lower bound for the error
of approximation schemes for (5.1). The only problem we face here, is to
extend the proof of Proposition 3.4 (b). But this is trivial because of the
concavity of the function infβ∈B Lαi,β(x, t, p,X).

To get the upper bound on the error, we only need to assume that the
Isaacs condition is satisfied, i.e.

sup
α∈A

inf
β∈B

Lα,β(x, t, p,X) = inf
β∈B

sup
α∈A

Lα,β(x, t, p,X),

for any x ∈ R
N , t ∈ R, p ∈ R

N and X ∈ SN . The upper bound can then
be obtained by a symmetric argument, changing “sup” to “inf”, “max” to
“min” and conversely.

Thus, the rate of convergence of approximation schemes for Isaacs equa-
tions would follow from our method if the rate of convergence of the corre-
sponding switching system can be obtained.

Appendix A. Well-posedness, regularity, and continuous

dependence for switching systems.

In this section we give well-posedness, regularity, and continuous depen-
dence results for solutions of a very general switching system that has as
special cases the scalar HJB and Isaacs equations (1.1) and (5.1), and the
switching systems (2.1), (2.3), (3.1), (5.2).

We consider the following system:

Fi(x, u,Dui, D
2ui) = 0 in R

N , i ∈ I := {1, . . . ,M},(A.1)

with

Fi(x, r, p,X) = max
{

sup
α∈A

inf
β∈B

Lα,β
i (x, ri, p,X); ri −Mir

}

,

Lα,β
i (x, t, p,X) = −tr[aα,β

i (x)X] − bα,β
i (x)p+ cα,β

i (x)t− fα,β
i (x),

where M is defined below (2.1), A,B are compact metric spaces, r is a
vector r = (r1, . . . , rM ), and k > 0 is a constant (the switching cost). See
[12, 6, 38, 18, 17] for more information about such systems.



ERROR BOUNDS 17

We make the following assumptions:

(A1) For any α, β, i, aα,β
i = 1

2σ
α,β
i σα,β

i

T
for some N × P matrix σα,β

i . Fur-
thermore, there are constants λ,C independent of i, α, β, such that

c ≥ λ > 0 and [σα,β
i ]1 + [bα,β

i ]1 + [cα,β
i ]1 + |fα,β

i |1 ≤ C.

(A2) The constant λ in (A1) satisfy λ > supi,α,β

{

[σα,β
i ]21 + [bα,β

i ]1

}

.

We start by comparison, existence, uniqueness, and L∞ bounds on the so-
lution and its gradient. Before stating the results, we define USC(RN ; RM )
and LSC(RN ; RM ) to be the spaces of upper and lower semi-continuous
functions from R

N into R
M respectively.

Theorem A.1. Assume (A1) holds.
(i) If u ∈ USC(RN ; RM ) is a subsolution of (A.1) bounded above and

v ∈ LSC(RN ; RM ) supersolution of (A.1) bounded below, then u ≤ v in
R

N .
(ii) There exists a unique bounded continuous solution u of (A.1) satis-

fying

max
i

|ui|0 ≤ sup
i,α,β

|fα,β
i |0
λ

,

(iii) If in addition (A2) holds, then u is Lipschitz continuous and

max
i

[ui]1 ≤ sup
i,α,β

|ui|0[c
α,β
i ]1 + [fα,β

i ]1

λ− [σα,β
i ]21 − [bα,β

i ]1
.

Remark A.1. These bounds have the same form as for linear equations [15]
and HJB equations [30].

Before giving the proof we state and prove a key technical lemma.

Lemma A.2. Let u ∈ USC(RN ; RM ) be a bounded above subsolution of
(A.1) and ū ∈ LSC(RN ; RM ) be a bounded below supersolution of an other

equation (A.1) where the functions Lα,β
i are replaced by functions L̄α,β

i sat-
isfying the same assumptions. Let φ ∈ C2(R2N ) be a function bounded from
below. We denote by

ψi(x, y) = ui(x) − ūi(y) − φ(x, y) ,

and M = supi,x,y ψi(x, y). If there exists a maximum point for M , i.e. a
point (i′, x0, y0) such that ψi′(x0, y0) = M , then there exists i0 ∈ I such
that (i0, x0, y0) is also a maximum point for M , and, in addition ūi0(y0) <
Mi0 ū(y0).

Loosely speaking this lemma means that whenever we do doubling of
variables for systems of the type (A.1), we can ignore the ui −Miu part of
the equations. So we are more or less back in the scalar case with equations

supα infβ L
α,β
i0

[ui0 ] ≤ 0 and supα infβ L̄
α,β
i0

[ūi0 ] ≥ 0.
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Proof of Lemma A.2. The proof is a “no-loop” argument taken from Ishii
and Koike [18]. We assume by contradiction that ūj(y0) ≥ Mjū(y0) for
every j ∈ A, where A is the set of j’s such that (j, x0, y0) is a maximum
point for ψ.

We pick a j ∈ A. By the definition of Mj , there is l ∈ I such that

Mj ū(y0) = ūl(y0) + k .

By assumption, we have ūj(y0) ≥ ūl(y0) + k. On the other hand, since u is
a subsolution of (A.1), it follows that

uj(x0) ≤ Mju(x0) ≤ ul(x0) + k.

Combining these inequalities yields

uj(x0) − ūj(y0) ≤ k ≤ ul(x0) − ūl(y0).

These inequalities first implies that l ∈ A and therefore the last inequality
is an equality. This, again, implies ūj(y0) = ūl(y0) + k.

Since A is finite we may find j1, . . . , jK ∈ A such that ūji
(y0) = ūji+1

(y0)+
k for i = 1, . . . ,K − 1 and (importantly!) j1 = jK . But now

0 =

K−1
∑

i=1

(

ūji
(y0) − ūji+1

(y0)
)

= (K − 1)k > 0,

which is a contradiction. The proof is complete. �

Proof of Theorem A.1. Comparison, uniqueness, and existence is proved in
[18] for the Dirichlet problem for (1.1) on a bounded domain under assump-
tions that are satisfied for our problem. The key point here is the comparison
principle. To extend this result to an unbounded domain, we only need to
modify the test function used in [18] in the standard way. The proof remains
practically unchanged.

Let

M := sup
i,α,β

|fα,β
i |0
λ

,

then the bound on |u|0 follows from the comparison principle after checking
that M (−M) is a supersolution (subsolution) of (A.1). To get the bound
on the gradient of u, consider

m := sup
i,x,y∈RN

{ui(x) − ui(y) − L|x− y|} .

If by setting

L := sup
i,α,β

|ui|0[c
α,β
i ]1 + [fα,β

i ]1

λ− [σα,β
i ]21 − [bα,β

i ]1
,

we can conclude that m ≤ 0, then we are done. Assume for simplicity that
the maximum is attained in x̄, ȳ. If x̄ = ȳ then m = 0 and we are done. If
not, then L|x − y| is smooth at x̄, ȳ and a doubling of variables argument
leads the m ≤ 0. This argument is standard after an application of Lemma
A.2 which reduce the problem to a scalar problem (see also the proof of
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Theorem A.3). We refer the appendix of [15] for the details in the (linear)
scalar case. Since the maximum need not be attained, we must modify the
test function in the standard way. We skip the details. �

Now we proceed to obtain continuous dependence on the coefficients.

Theorem A.3. Let u and ū be solutions of (A.1) with coefficients σ, b, c, f
and σ̄, b̄, c̄, f̄ respectively. If both sets of coefficients satisfy (A1) with the
same λ, and |u|1 + |ū|1 ≤M <∞, then

λmax
i

|ui − ūi|0

≤ K sup
i,α,β

|σ − σ̄|0 + sup
i,α,β

{

2M |b− b̄|0 +M |c− c̄|0 + |f − f̄ |0

}

,

where

K2 ≤ 8M sup
i,α,β

{

2M [σ]21 ∧ [σ̄]21 + 2M [b]1 ∧ [b̄]1 +M [c]1 ∨ [c̄]1 + [f ]1 ∧ [f̄ ]1

}

.

Outline of proof. Define

m := sup
i,x,y

ψi(x, y) := sup
i,x,y

{

ui(x) − ūi(y) −
1

δ
|x− y|2 − ε(|x|2 + |y|2)

}

.

By the assumptions the supremum is attained at some point (i0, x0, y0). By
Lemma A.2, the index i0 may be chosen so that ūi0(y0) <Mi0 ū(y0). With
this in mind, the maximum principle for semi continuous functions [8, 9]
and the definition of viscosity solutions imply the following inequality:

sup
α

inf
β

Lα,β
i0

(x0, ui0 , px, X) − sup
α

inf
β

L̄α,β
i0

(y0, ūi0 , py, Y ) ≤ 0,

where (px, X) ∈ D
2,+
ui0(x0) and (py, Y ) ∈ D

2,−
ūi0(y0) (see [8, 9] for the

notation). Furthermore px = 2
δ (x0 − y0)+ 2εx0, py = 2

δ (x0 − y0)− 2εy0, and
(

X 0
0 Y

)

≤
2

δ

(

I −I
−I I

)

+ 2ε

(

I 0
0 I

)

+ O(κ),

for some κ > 0. In the end we will fix δ and ε and send κ→ 0, so we simply
ignore the O(κ)-term in the following. The first inequality implies

0 ≤ sup
i,α,β

{

− tr[ā(y0)Y ] + tr[a(x0)X] + b̄(y0)px − b(x0)py

+ c̄(y0)ū(y0) − c(x)u(x0) + f̄(y0) + f(x0)
}

,

Note that Lipschitz regularity of the solutions and a standard argument
yields

|x0 − y0| ≤ δM.

So using Ishii’s trick on the 2nd order terms [16, pp. 33,34], and a few other
manipulations, we get

0 ≤ sup
i,α,β

{2

δ
|σ(x0) − σ̄(y0)|

2 + 2M |b(x0) − b̄(y0)| + Cε(1 + |x0|
2 + |y0|

2)
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+M |c(x0) − c̄(y0)| − λm+ |f(x0) − f̄(y0)|
}

.

Some more work lead to an estimate for m depending on δ and ε, and using
the definition of m, we obtain an upper bound for u− ū. We finish the proof
of the upper bound on u − ū by minimizing this expression w.r.t. δ and
sending ε→ 0. The lower bound follows in a similar fashion. �

Remark A.2. For more details on such manipulations, we refer to [22, 23].
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