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Abstract. Using the definitions of δ- and δ′-shocks for the systems of
conservation laws [12], [13], [39], the Rankine–Hugoniot conditions for δ-
and δ′-shocks are derived. We present a construction of solutions to the
Cauchy problems admitting δ- and δ′-shocks. In particular, the Riemann
problem admitting shocks, δ-shocks, δ′-shocks, and vacuum states is con-
sidered. The geometric aspects of δ- and δ′-shocks are studied. Balance re-
lations connected with area transportation, in particular, mass and momen-
tum transportation relations for the zero-pressure gas dynamics system, are
derived. We also study the algebraic aspects of δ- and δ′-shocks. Namely,
the flux-functions of δ- and δ′-shock solutions are computed. Though the
flux-functions are nonlinear, they can be considered as “right” singular
superpositions of distributions thus being well defined Schwartzian distri-
butions. Therefore, singular solutions of the Cauchy problems generate
algebraic relations between distributional components of these singular so-
lutions. The validity and naturalness of the above-mentioned definitions of
δ- and δ′-shocks are discussed.
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[section]

1. Introduction

1.1. L∞-type solutions. Let us recall some classical results. Consider
the Cauchy problem for the system of conservation laws in one dimension
space:

(1.1)

{
Ut +

(
F (U)

)
x

= 0, inR× (0, ∞),

U = U0, inR× {t = 0},
where F : Rm → Rm is called the flux-function associated with (1.1); U0 : R→
Rm are given smooth vector-functions; U = U(x, t) = (u1(x, t), . . . , um(x, t)) is
the unknown function, x ∈ R, t ≥ 0.

As is well known, even in the case of smooth (and, certainly, in the case of
discontinuous) initial data U0(x), we cannot in general find a smooth solution
of (1.1). Quoting from Evans’ book, “the great difficulty in this subject is
discovering a proper notion of weak solution for the initial problem (1.1)” [16,
11.1.1.]. “We must devise some way to interpret a less regular function U
as somehow “solving” this initial-value problem. But as it stands, the PDE
does not even make sense unless U is differentiable. However, observe that
if we temporarily assume U is smooth, we can as follows rewrite, so that the
resulting expression does not directly involve the derivatives of U . The idea is
to multiply the PDE in (1.1) by a smooth function ϕ and then to integrate by
parts, thereby transferring the derivatives onto ϕ” [16, 3.4.1.a.]. According to
the above reasoning, it is said that U ∈ L∞

(
R × (0,∞);Rm

)
is a generalized

solution of the Cauchy problem (1.1) if the integral identities

(1.2)

∫ ∞

0

∫ (
U · ϕ̃t + F (U) · ϕ̃x

)
dx dt +

∫
U0(x) · ϕ̃(x, 0) dx = 0

hold for all compactly supported test vector-functions ϕ̃ : R × [0,∞) → Rm,
where · is the scalar product of vectors, and

∫
f(x) dx denotes the improper

integral
∫∞
−∞ f(x) dx.

We would like to add to the aforesaid that the notion of a weak solution is
to be such that one could use it to obtain the Rankine–Hugoniot conditions.
Namely, the following classical theorem holds.

Theorem 1.1. (see, e.g., [16, 11.1.1.]) Let Ω ⊂ R × (0,∞) be a region
cut by a smooth curve Γ into a left- and right-hand parts Ω∓. Let us assume
that the integral solution U of (1.1) is smooth on either side of the curve Γ
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along which U has simple jump discontinuities. Then the Rankine–Hugoniot
conditions

(1.3)
[
F (U)

]
Γ
ν1 +

[
U

]
Γ
ν2 = 0,

hold along Γ, where n = (ν1, ν2) is the unit normal to the curve Γ pointing
from Ω− into Ω+,

[F (U)] = F (U−)− F (U+)

and [U ] = U−−U+ are jumps in F (U) and in U across the discontinuity curve
Γ, respectively. U∓ are respective left- and right-hand values of U on Γ.

If Γ = {(x, t) : x = φ(t)}, where φ(t) ∈ C1(0, +∞), then

(1.4) n = (ν1, ν2) =
1√

1 + (φ̇i(t))2

(
1,−φ̇i(t)

)
,

and (1.3) reads

(1.5)
[
F (U)

]
Γ

= φ̇(t)
[
U

]
Γ
,

where ˙(·) = d
dt

(·).
It is well known that if U ∈ L∞

(
R× (0,∞);Rm

)
is a generalized solution

of the Cauchy problem (1.1) compactly supported with respect to x, then the
integral of the solution on the whole space

(1.6)

∫
U(x, t) dx =

∫
U0(x) dx, t ≥ 0

is independent of time. These integrals can express the conservation laws of
total area, mass, momentum, energy, etc.

1.2. δ-Shock wave type solutions. It is well known (see [2]– [5], [10] –
[19], [23], [27], [28], [44], [48]– [55], [57] and the references therein) that there
are “nonclassical” situations where, in contrast to Lax’s and Glimm’s results,
the Cauchy problem for a system of conservation laws does not possess a weak
L∞-solution except for some particular initial data. In order to solve the
Cauchy problem in this ”nonclassical“ situation, it is necessary to introduce
new singular solutions called δ-shocks and singular shocks. Roughly speaking,
a δ-shock (singular shock) is a solution such that its components contain Dirac
measures (see (1.13) and (4.1) below). The theory of δ-shocks singular shocks
has been intensively developed in the last ten years.

As far as we know, all one-dimensional systems of conservation laws ad-
mitting δ-shocks are particular cases of systems:

(1.7) L1[u, v] = ut +
(
F (u, v)

)
x

= 0, L2[u, v] = vt +
(
G(u, v)

)
x

= 0,

and

(1.8) L1[u, v] = vt +
(
G(u, v)

)
x

= 0, L2[u, v] = (uv)t +
(
H(u, v)

)
x

= 0,

where F (u, v), G(u, v), H(u, v) are smooth functions, linear with respect to v;
u = u(x, t), v = v(x, t) ∈ R; x ∈ R.
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In particular, the δ-shock in the system

(1.9) ut +
(
f(u)

)
x

= 0, vt +
(
g(u)v

)
x

= 0,

(here F (u, v) = f(u), G(u, v) = vg(u)) was studied in [19], [15], [28]. In
numerous papers (see [2]– [5], [12], [14], [44], [49], [57]) the δ-shock in zero-
pressure gas dynamics

(1.10) vt +
(
vu

)
x

= 0, (vu)t +
(
vu2

)
x

= 0,

(here G(u, v) = uv, H(u, v) = u2v) was studied. Here v(x, t) ≥ 0 is density,
and u(x, t) is velocity. The models of “zero-pressure gas dynamics” were used
for describing the formation of large-scale structures of the universe [47], [58]
(see also [1]).

Several approaches to solving δ-shock problems are known (for details, see
the review in [2, 1.1.], the above cited papers and the references therein).
One of them was proposed in [7]– [13], [48] – [50]. In these papers the weak
asymptotics method) for studying the dynamics of propagation and interaction
of different singularities of quasi-linear differential equations and systems of
conservation laws was developed. In [11]– [13], [49], in the framework of the
weak asymptotics method Definitions 2.1, 2.2 of δ-shock wave type solutions
by integral identities were introduced for two classes of systems of conserva-
tion laws (1.7) and (1.8). Using the weak asymptotics method, in [2], [10]
– [13], [48]– [50], for some cases of systems (1.7), (1.8) with the initial data

(1.11)
u0(x) = u0

+(x) + [u0(x)]H(−x),
v0(x) = v0

+(x) + [v0(x)]H(−x) + e0δ(−x),

the Cauchy problems were solved, where [u0] = u0
−−u0

+, and u0
±(x), v0

±(x) are
given smooth functions, e0 is a given constant, H(x) is the Heaviside function,
δ(x) is the delta-function. It was observed in [12], that for the case of system
(1.8) in addition to the initial data (1.11) we must consider the initial velocity
of singularity

(1.12) φ̇(0) = φ0,

where φ0 is a given constant (see Definition 2.2 below).
According to [10]– [13], [48]– [50], the δ-shock wave type solutions of these

Cauchy problems have the form

(1.13)
u(x, t) = u+(x, t) + [u(x, t)]H(−x + φ(t)),
v(x, t) = v+(x, t) + [v(x, t)]H(−x + φ(t)) + e(t)δ(−x + φ(t)),

where u±(x, t), v±(x, t), e(t), φ(t) are the desired functions, x = φ(t) is the
discontinuity curve.

Remind that a singular shock was considered in [22]–[25], [27], [45], [46].
According to these papers, a model system admitting a singular shock is the
well-known Keyfitz–Kranzer system

(1.14) ut + (u2 − v)x = 0, vt +
(1

3
u3 − u

)
x

= 0
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(here F (u, v) = u2 − v, G(u, v) = 1
3
u3 − u), which was studied in [23], [27].

In the excellent paper [23], in order to construct approximate solutions , the
Colombeau theory approach as well as the Dafermos–DiPerna regularization
(under the assumption that Dafermos profiles exist) and the box approxima-
tions are used. However the notion of a singular solution has not been de-
fined . Later, in [43], the existence of Dafermos profiles for singular shocks
was proved. However it is not clear in which sense a singular shock satisfies
the system (1.14). In the framework of the weak asymptotics method, in [48],
it was first proved that the Cauchy problem (1.14), (1.11) admits an exact
δ-shock solution (1.13) in the sense of Definition 2.1. Moreover, in [52], it was
shown that both singular shocks and δ-shocks are solutions of the same type
in the sense of Definition 2.1 (for details, see Sec. 4).

In [48], [50] (see also [2]), an exact δ-shock solution (1.13) of the Cauchy
problem for the Keyfitz–Kranzer type system

(1.15) ut +
(
f(u)− v

)
x

= 0, vt +
(
g(u)

)
x

= 0,

with the initial data (1.11) was constructed, where f(u) and g(u) are polyno-
mials of degree n and n + 1, respectively, n is even (here F (u, v) = f(u) − v,
G(u, v) = g(u)).

1.3. δ(n)-Shock wave type solutions, n = 1, 2, . . . . In [39], a concept
of δ(n)-shock wave type solutions was introduced, where δ(n) is n-th derivative
of the Dirac delta function, n = 1, 2, . . . . It is a new type of singular solution
such that its components contain delta functions and their derivatives (for the
exact structure of a δ′-shock see (1.19) below). In [39], [41] (for the short
review see [40]), the theory of δ′-shocks was established. Definition 5.1 of a
δ′-shock wave type solution for the system of conservation laws

(1.16)

L1[u] = ut +
(
f(u)

)
x

= 0,

L2[u, v] = vt +
(
f ′(u)v

)
x

= 0,

L3[u, v, w] = wt +
(
f ′′(u)v2 + f ′(u)w

)
x

= 0,

was introduced, where f(u) is a smooth function, f ′′(u) > 0, u = u(x, t), v =
v(x, t), w = w(x, t) ∈ R, x ∈ R.

In [39], by using the weak asymptotics method, a δ′-shock wave type solution
to the Cauchy problem of the system of conservation laws

(1.17) ut +
(
u2

)
x

= 0, vt + 2
(
uv

)
x

= 0, wt + 2
(
v2 + uw

)
x

= 0

with the singular initial data

(1.18)

u0(x) = u0
+(x) + [u0(x)]H(−x),

v0(x) = v0
+(x) + [v0(x)]H(−x) + e0δ(−x),

w0(x) = w0
+(x) + [w0(x)]H(−x) + g0δ(−x) + h0δ′(−x),

was constructed, where u0
±(x), v0

±(x), w0
±(x), are given smooth functions; e0,

g0, h0 are given constants, δ′(x) is the derivative of the delta function. This
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solution has the form

(1.19)

u(x, t) = u+(x, t) + [u(x, t)]H(−x + φ(t)),

v(x, t) = v+(x, t) + [v(x, t)]H(−x + φ(t)) + e(t)δ(−x + φ(t)),

w(x, t) = w+(x, t) + [w(x, t)]H(−x + φ(t)) + g(t)δ(−x + φ(t))

+h(t)δ′(−x + φ(t))

where u±(x, t), v±(x, t), w±(x, t), φ(t), e(t), g(t), h(t) are the desired functions.
In [51], using the vanishing viscosity method, a solution of the Riemann

problem for the system (1.17) was constructed. This problem admits δ-, δ′-
shock wave type solutions and vacuum states.

1.4. Resume. In order to deal with singular solutions like δ- and δ(n)-
shocks, n = 1, 2, . . . , we need

• to discover a proper notion of a singular solution and to define in which
sense it may satisfy a nonlinear system;

• to devise some way to define a singular superposition (product) of dis-
tributions (for example, a product of the Heaviside function and the delta
function).

Unfortunately, using the above cited instruction from the Evans’ book [16,
3.4.1.a.], δ- and δ′-shock wave type solutions cannot be defined. Indeed, as
can be seen from (1.7), (1.8), (1.10), (1.14), (1.15), and (1.16), (1.17), if by
integrating by parts we transfer the derivatives onto a test function ϕ, under
the integral sign there still remain nonlinear terms F (u, v), G(u, v), H(u, v),
and f ′(u)v, f ′′(u)v2 + f ′(u)w undefined in the distributional sense, since the
component v may contain Dirac measures, while the component w may contain
the Dirac measures and their derivatives.

Fortunately, it appears that the weak asymptotics method is a proper tech-
nique to deal with δ- and δ′-shocks. Definitions 2.1, 2.2, and 5.1 derived in
the framework of this method give natural generalizations of the classical def-
inition of the weak L∞-solutions (1.2) relevant for the structure of δ- and
δ′-shocks. If a solution of the Cauchy problems contains no δ and δ′-terms
then these definitions coincide with the classical definition (1.2). In [2], [10]–
[13], [39], [40], [48]– [51], by using this technique, some Cauchy problems
admitting δ- and δ′-shocks were solved. As far as we know, some problems
related to δ- and δ′-shocks can be solved only by using the weak asymptotics
method.

In the δ- and δ′-shock theories there are many open and complicated prob-
lems. The study of this area gives a new perspective in the theory of conser-
vation law systems. In particular, the results [39], [40], [51] on δ′-shocks show
that systems of conservation laws can develop not only Dirac measures (as in
the case of δ-shocks) but their derivatives as well.
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1.5. Main results. In Sec. 2, definitions of δ-shocks for system (1.7) and
(1.8) are introduced (Definitions 2.1 and 2.2) and corresponding Rankine–
Hugoniot conditions (2.7) and (2.13) are derived. As far as we know, all one-
dimensional systems of conservation laws admitting δ-shocks, are particular
cases of systems (1.7) and (1.8). In Sec. 3, we present a construction of the
Cauchy problem admitting δ-shocks. Namely, in Subsec. 3.1, a notion of weak
asymptotic solution is introduced, which is one of the most important in the
weak asymptotics method. In the framework of the weak asymptotics method,
we find a δ-shock wave type solution of the Cauchy problem as a weak limit
(3.2) of the corresponding weak asymptotic solutions to this Cauchy problem.
In Subsec. 3.2– 3.5, in Theorems 3.2– 3.5, solutions of the Cauchy problems
(1.9), (1.11); (3.23), (1.11); and (1.10), (1.11), (1.12) are constructed. The
Keyfitz–Kranzer system (1.14) and its generalization (1.15) are a particular
case of system (3.23). In Sec. 4, a complicated problem related to the concept
of a singular shock is considered. We prove that both singular shock (4.1 and
δ-shock (1.13) are solutions of the same type in a sense of Definition 2.1.

In Sec. 5, a definition of δ′-shock for system (1.16) is introduced (Defini-
tion 5.1), and the corresponding Rankine–Hugoniot conditions (5.3)–(5.6) are
derived. In Sec. 6, we present a construction of the Cauchy problems admitting
δ′-shocks. In Subsec. 6.1, a notion of a weak asymptotic solution is introduced,
and in Subsec. 6.2, Theorem 6.1, which give solutions of the Cauchy problem
(1.17), (1.18) is proved. In Sec. 7, we present the results from [51]. In this pa-
per the Riemann problem (1.17), (7.1) admitting shocks, δ-shocks, δ′-shocks,
and vacuum states is considered. To solve this problem, the vanishing viscos-
ity method was used. In fact, we also describe the formation of the δ′-shocks
and the vacuum states from smooth solutions of the corresponding parabolic
problem (7.2), (7.1).

In Sec. 8, geometric and physical aspects of δ- and δ′-shocks are studied. If
U ∈ L∞ is a generalized solution of the Cauchy problem compactly supported
with respect to x, then the conservation laws (1.6) hold. For δ- and δ′-shock
wave type solutions this fact does not hold. Nevertheless, by Theorems 8.1– 8.3
“generalized” analogs of these conservation laws are derived. More precisely,
the δ- and δ′-shock balance relations connected with area transportation are
derived. In particular, we derive mass and momentum transportation relations
for the zero-pressure gas dynamics system (1.10). According to our results, in
zero-pressure gas dynamics mass transfer to the discontinuity curve x = φ(t)
takes place.

In Subsec. 9.2, the algebraic aspects of δ- and δ′-shocks in systems (1.7),
(1.8), (1.16) are studied. It is well known that in the general case, the product
of distributions is either not a Schwartz distribution or it is a Schwartz distri-
bution not uniquely defined. Nevertheless, we show that singular solutions of
the Cauchy problems generate algebraic relations between their distributional
components. If a system admits δ- or δ′-shock, then by using the weak asymp-
totic solution we can calculate flux-functions of δ- and δ′-shock solutions (see
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Theorems 9.1– 9.4). As it follows from the proofs of Theorems 9.1– 9.4, it is
the linear terms in systems (1.7), (1.8), (1.16) that determine corresponding
flux-functions. Though the flux-functions are nonlinear, they can be consid-
ered as “right” singular superpositions of distributions and are well defined
Schwartzian distributions. Thus a “right” singular superposition is determined
only in the context of solving the Cauchy problem. Note that in our paper [26]
the flux-functions of δ-shocks for system (1.7) with piecewise constant initial
data were calculated. According to Theorems 9.1– 9.4 flux-function may be
very singular and contain δ-functions and their derivatives.

In Subsec. 9.3, to illustrate the specific properties of the “right” singu-
lar superpositions we compare these superpositions for the Cauchy problem
(1.9), (1.11) with those for the Cauchy problems (1.14), (1.11) and (1.15),
(1.11). In fact, the first singular superpositions (9.30), (9.31), (9.36) can
be reduced to the unique product of the step function and the delta func-
tion. The second singular superpositions (9.32), (9.33) and (9.34), (9.35) have
“strange” specific properties. It is clear that “strange” singular superpositions
(9.34), (9.35) for the Keyfitz–Kranzer system (1.14) can be calculated by us-
ing Dafermos profiles from [43] and the vanishing viscosity approach. Note
that the Keyfitz–Kranzer system is an excellent model example which shows
that δ-shocks constitute the universe with specific and “strange” properties.
One of these “strange” properties is the fact that although the both terms
limε→+0 f ′′(uε)v

2
ε and limε→+0 f ′(uε)wε in (9.26) are unbounded, the right-hand

side of (9.26) is a well defined distribution.
It remains to note that according to (9.32), (9.33); (9.34), (9.35), and

(9.26), it is impossible to construct a δ-shock wave type solution for systems
(1.14), (1.15) and a δ′-shock wave type solution for the system (1.16) by using
the nonconservative product [28], [29], [6] (see Subsec. 9.1) (the above singular
superpositions can not be reduced to terms of the form (9.1)) as well as the
measure-valued solutions approach [3], [55], [57]. However, these approaches
can be used for the case of the Cauchy problem (1.9), (1.11) (see formulas
(9.30), (9.31, (9.36) and the paper [28], [55]).

In Sec. 10, using some passages from proofs of Theorems 9.1– 9.4, we
discuss and substantiate the validity and naturalness of the above-mentioned
definitions of δ- and δ′-shocks (see [53]). As these definitions differ from the
classical definition of a weak L∞-solution, this problem is important.

2. δ-Shock type solutions and the Rankine–Hugoniot conditions

2.1. The case of system (1.7). Suppose that Γ = {γi : i ∈ I} is a graph
in the upper half-plane {(x, t) : x ∈ R, t ∈ [0,∞)} ∈ R2 containing smooth
arcs γi = {(x, t) : Si(x, t) = 0}, Si ∈ C1, Si x 6= 0, i ∈ I, and I is a finite set
(see Fig. 1.). By I0 we denote a subset of I such that an arc γk for k ∈ I0 starts
from points of the x-axis. Denote by Γ0 = {x0

k : k ∈ I0} the set of initial points
of arcs γk, k ∈ I0. Here arcs of a graph have the orientation corresponding to
increasing time t.
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Figure 1. Graph Γ in the upper half-plane.

Consider the δ-shock type initial data

(2.1) (u0(x), v0(x)), where v0(x) = v̂0(x) + e0δ(Γ0),

u0, v̂0 ∈ L∞
(
R;R

)
, e0δ(Γ0)

def
=

∑
k∈I0

e0
kδ(x− x0

k), e0
k are constants, k ∈ I0.

Let us introduce the definition of a generalized δ-shock wave type solution
for system (1.7).

Definition 2.1. ( [11]– [13]) A pair of distributions (u, v) and a graph Γ,
where v(x, t) has the form of the sum

v(x, t) = v̂(x, t) + e(x, t)δ(Γ),

u, v̂ ∈ L∞
(
R × (0,∞);R

)
, e(x, t)δ(Γ)

def
=

∑
i∈I ei(x, t)δ(γi), ei(x, t) ∈ C(Γ),

i ∈ I, is called a δ-shock wave type solution of the Cauchy problem (1.7), (2.1)
if the integral identities
(2.2) ∫ ∞

0

∫ (
uϕt + F (u, v̂)ϕx

)
dx dt +

∫
u0(x)ϕ(x, 0) dx = 0,

∫ ∞

0

∫ (
v̂ϕt + G(u, v̂)ϕx

)
dx dt +

∑
i∈I

∫

γi

ei(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

+

∫
v̂0(x)ϕ(x, 0) dx +

∑

k∈I0

e0
kϕ(x0

k, 0) = 0,
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hold for all test functions ϕ(x, t) ∈ D(R× [0,∞)), where

(2.3)
δϕ

δt

∣∣∣∣
γi

=

(
∂ϕ

∂t
− Si t

Si x

∂ϕ

∂x

)∣∣∣∣
Si(x,t)=0

is a δ-derivative with respect to time [21, 5.2.(15)], which is the tangential
derivative on the graph γi;

(2.4) uδ(x, t)
∣∣
γi

= −Si t

Si x

∣∣∣∣
γi

, i ∈ I,

is the velocity of a δ-shock on γi;
∫

γi
· dl is the line integral over the arc γi. Here

the delta function δ(γi) on the curve γi is defined as in [17, ch.III,§1.3.], [21,
5.3.].

Suppose that the arcs of the graph Γ = {γi : i ∈ I} have the form γi =
{(x, t) : x = φi}, φi(t) ∈ C1(0, +∞), i ∈ I. In this case

(2.5)
δϕ

δt

∣∣∣∣
γi

=

√
1 + (φ̇i(t))2

∂ϕ(x, t)

∂l

∣∣∣∣
γi

=
dϕ(φi(t), t)

dt
,

where ∂ϕ
∂l

is the tangential derivative on the graph γi along the unit vector

l = (−ν2, ν1) = (φ̇i(t),1)√
1+(φ̇i(t))2

, n = (ν1, ν2) is the unit oriented normal (1.4) to γi.

The integral identities (2.2) differ from the integral identities (1.2) (for
m = 2) by the additional terms

∑
i∈I

∫

γi

ei(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

in the second identity. This term appears due to the delta function in v.
Now, by using Definition 2.1, we derive the δ-shock Rankine–Hugoniot con-

ditions for system (1.7).

Theorem 2.1. ([2], [49], [50]) Let us assume that Ω ⊂ R × (0,∞) is a
region cut by a smooth curve Γ = {(x, t) : S(x, t) = 0} into the left- and right-
hand parts Ω∓. Let (u, v), Γ be a δ-shock wave type solution of system (1.7),
and suppose that u, v are smooth in Ω± and have one-sided limits u±, v± on
Γ. Then the Rankine–Hugoniot conditions for the δ-shock

(2.6) uδ =
[F (u, v)

[u
]

∣∣∣∣
Γ

,
δe(x, t)

δt

∣∣∣∣
Γ

=
([

G(u, v)
]
Γ
− [

v
]
Γ
uδ

) Sx

|Sx| ,

where uδ(x, t) is the velocity (2.4) of a δ-shock,
[
a(u, v)

]
= a(u−, v−)−a(u+, v+)

is, as usual, a jump of the function a(u(x, t), v(x, t)) across the discontinuity
curve Γ.

If Γ = {(x, t) : x = φ(t)}, φ(t) ∈ C1(0, +∞), Ω± = {(x, t) : ±(x− φ(t)) >
0}, then the relations (2.6) read

(2.7) φ̇(t) =
[F (u, v)]

[u]

∣∣∣∣
x=φ(t)

, ė(t) =
(
[G(u, v)]− [v]

[F (u, v)]

[u]

)∣∣∣∣
x=φ(t)

,
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where e can be treated as a function of the single variable t, so that e(t)
def
=

e(φ(t), t).

Proof. Let n = (ν1, ν2) = (Sx,St)
|∇(x,t)S| be a unit normal to the curve Γ oriented

from Ω− to Ω+, l = (−ν2, ν1) = (−St,Sx)
|∇(x,t)S| be a unit tangential vector to Γ,

∇(x,t)Si = (Six, Sit).

For any test function ϕ ∈ D(Ω) we have ϕ(x, t) = 0, if (x, t) 6∈ G, G ⊂ Ω.
Selecting the test function ϕ(x, t) with compact support in Ω±, we deduce
from (2.2) that (1.7) hold in Ω±, respectively. Now, choosing the test function
ϕ(x, t) with support in Ω, we deduce from the first identity (2.2) that∫ ∞

0

∫ (
uϕt + F (u, v̂)ϕx

)
dx dt

=

∫ ∫

Ω−∩G

(
uϕt + F (u, v̂)ϕx

)
dx dt +

∫ ∫

Ω+∩G

(
uϕt + F (u, v̂)ϕx

)
dx dt.

Since ut +
(
F (u, v)

)
x

= 0 for (x, t) ∈ Ω±, integrating by parts, we obtain
∫ ∫

Ω±∩G

(
uϕt + F (u, v̂)ϕx

)
dx dt = −

∫ ∫

Ω±∩G

(
ut +

(
F (u, v̂)

)
x

)
ϕdx dt

∓
∫

Γ

(
ν2u± + ν1F (u±, v±)

)
ϕdl −

∫

Ω±∩G∩R
u0(x)ϕ(x, 0) dx

= ∓
∫

Γ

(
ν2u± + ν1F (u±, v±)

)
ϕdl −

∫

Ω±∩G∩R
u0(x)ϕ(x, 0) dx.

Adding the latter relations, we have∫ ∞

0

∫ (
uϕt + F (u, v̂)ϕx

)
dx dt +

∫
u0(x)ϕ(x, 0) dx

=

∫

Γ

(
[F (u, v)]ν1 + [u]ν2

)
ϕ(x, t) dl = 0

for all ϕ(x, t) ∈ D(Ω). This implies the first relation in (2.6).
In the same way as above, we obtain∫ ∞

0

∫ (
v̂ϕt + G(u, v̂)ϕx

)
dx dt +

∫
v̂0(x)ϕ(x, 0) dx

(2.8) =

∫

Γ

(
[G(u, v)]ν1 + [v]ν2

)
ϕ(x, t) dl.

Next, integrating by parts, it is easy to see that
∑
i∈I

∫

γi

ei(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

(2.9) = −
∑
i∈I

∫

γi

δei(x, t)

δt
ϕ(x, t)

dl√
1 + u2

δ

−
∑

k∈I0

e0ϕ(x, 0)
∣∣
Sk(x,0)=0

,
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where the δ-derivative δϕ
δt

is defined in (2.3). Adding (2.8) and (2.9), we obtain

∫

Γ

(
[G(u, v)]ν1 + [v]ν2 − δe(x, t)

δt

1√
1 + u2

δ

)
ϕ(x, t) dl = 0,

for any ϕ(x, t) ∈ D(Ω).
Thus the second relation in (2.6) holds.
If Γ = {(x, t) : x = φ(t)}, φ(t) ∈ C1(0, +∞), in view of (1.4), (2.5),

condition (2.6) can be rewritten as (2.7). ¤

The first equation in (2.6) (or (2.7)) is the standard Rankine–Hugoniot
condition (cf. (1.3) or (1.5)). The left-hand side of the second equation in
(2.6) (or the right-hand side of the second equation in (2.7)) is called the
Rankine–Hugoniot deficit in v.

2.2. The case of system (1.8). Let Γ be a graph introduced in Sub-
sec. 2.1. For system (1.8) the δ-shock type initial data have the form

(2.10)
(
u0(x), v0(x); u0

δ(x
0
k), k ∈ I0

)
, v0(x) = v̂0(x) + e0δ(Γ0)

where u0, v̂0 ∈ L∞
(
R;R

)
, u0

δ(x
0
k) is the initial velocity of δ-shock at the point

x0
k, and e0δ(Γ0)

def
=

∑
k∈I0

e0
kδ(x− x0

k), e0
k is a constant, k ∈ I0.

Definition 2.2. ( [2]) A pair of distributions (u, v) and a graph Γ from
Definition 2.1 is called a δ-shock wave type solution of the Cauchy problem
(1.8), (2.10) if the integral identities
(2.11)∫ ∞

0

∫ (
v̂ϕt + G(u, v̂)ϕx

)
dx dt +

∑
i∈I

∫

γi

ei(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

+

∫
v̂0(x)ϕ(x, 0) dx +

∑

k∈I0

e0
kϕ(x0

k, 0) = 0,

∫ ∞

0

∫ (
uv̂ϕt + H(u, v̂)ϕx

)
dx dt

+
∑
i∈I

∫

γi

ei(x, t)uδ(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

+

∫
u0(x)v̂0(x)ϕ(x, 0) dx +

∑

k∈I0

e0
ku

0
δ(x

0
k)ϕ(x0

k, 0) = 0,

hold for all ϕ(x, t) ∈ D(R×[0, ∞)), where uδ(x, t) is the velocity of the δ-shock
(2.4).

A definition of this type was first introduced for the zero-pressure gas dy-
namics system (1.10) in [12].
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The first integral identity in (2.11) coincides with the second one in (2.2).
The second integral identity in (2.11) differs from the integral identities (1.2)

by the additional terms
∑

i∈I

∫
γi

ei(x, t)uδ(x, t) δϕ(x,t)
δt

dl√
1+u2

δ

.

Now, by using Definition 2.2, similarly to Theorem 2.1, one can derive the
δ-shock Rankine–Hugoniot conditions for system (1.8).

Theorem 2.2. ( [2]) Let us assume that Ω ⊂ R × (0, ∞) is some region
cut by a curve Γ = {(x, t) : S(x, t) = 0}, into left- and right-hand parts Ω∓.
Let (u, v) and Γ be a generalized δ-shock wave type solution of system (1.8)
and suppose that u, v are smooth in Ω± and have one-sided limits u±, v±, on
Γ. Then the Rankine–Hugoniot conditions for the δ-shock

(2.12)

δe(x, t)

δt

∣∣∣
Γ

=
([

G(u, v)
]
Γ
− [

v
]
Γ
uδ

) Sx

|Sx| ,
δ
(
e(x, t)uδ(x, t)

)

δt

∣∣∣
Γ

=
([

H(u, v)
]
Γ
− [

v
]
Γ
uδ

) Sx

|Sx|
hold along Γ.

If Γ = {(x, t) : x = φ(t)}, φ(t) ∈ C1(0, +∞), Ω± = {(x, t) : ±(x− φ(t)) >
0}, then the relations (2.12) read

(2.13)

ė(t) =
(
[G(u, v)]− [v]φ̇(t)

)∣∣∣
x=φ(t)

,

d
(
e(t)φ̇(t)

)

dt
=

(
[H(u, v)]− [uv]φ̇(t)

)∣∣∣
x=φ(t)

.

where e(t)
def
= e(φ(t), t).

According to (2.13), for the system

(2.14) vt +
(
vf(u)

)
x

= 0, (vu)t +
(
vuf(u)

)
x

= 0

(here G(u, v) = f(u)v, H(u, v) = f(u)uv) the Rankine–Hugoniot conditions
have the form

(2.15)

ė(t) = [f(u)v]− [v]φ̇(t)
∣∣∣
x=φ(t)

,

d
(
e(t)φ̇(t)

)

dt
= [f(u)uv]− [uv]φ̇(t)

∣∣∣
x=φ(t)

.

In particular, for the zero-pressure gas dynamics system (1.10) the Rankine–
Hugoniot conditions have the form

(2.16)

ė(t) = [uv]− [v]φ̇(t)
∣∣∣
x=φ(t)

,

d
(
e(t)φ̇(t)

)

dt
= [u2v]− [uv]φ̇(t)

∣∣∣
x=φ(t)

.

The right-hand sides of the first and second equations in (2.13) are called
the Rankine–Hugoniot deficit in v and uv, respectively.
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Remark 2.1. (a) The Rankine–Hugoniot conditions (2.12) for system
(1.8) are essentially different from the Rankine–Hugoniot conditions (2.6) for
system (1.7). The Rankine–Hugoniot conditions (2.6) is a system of first-
order equations, while the Rankine–Hugoniot conditions (2.12) constitute a
system of second-order equations. Thus, in the general case, to solve the
Cauchy problem for system (1.8), we need to introduce the initial velocity
uδ(x

0
k, 0) = − Sk t

Sk x

∣∣
x=x0

k,t=0
k ∈ I0 of δ-shock (2.4) in the initial data (2.10) (for

details, see [12]).
(b) For system (2.14) the Rankine–Hugoniot conditions (2.15) are analo-

gous to the Rankine–Hugoniot conditions

(2.17)

dx

dt
= σ,

dw

dt
= [vf(u)]− σ[v],

d(wuδ)

dt
= [vuf(u)]− σ[uv],

in the measure-valued solution approach [3], [55], [57]. Here u−, u+ and uδ are
the velocities before the discontinuity, after the discontinuity, and at the point
of discontinuity, respectively, and x(t) = σt is the equation for the discontinuity
line, σ = f(uδ). Moreover, the formulas for the trajectory of a singularity
φ(t) and for the coefficient e(t) of the δ-function coincide with the analogous
formulas in the measure-valued solution approach [3], [55], [57] if we identify

the velocity φ̇(t) at the discontinuity line x = φ(t) in formulas (2.15) with the
quantity

uδ = σ = f(uδ) = φ̇(t).

in formulas (2.17).

3. The Cauchy problems admitting δ-shocks

3.1. Weak asymptotic solutions. We are going to introduce a notion
of weak asymptotic solution, which is one of the most important in the weak
asymptotics method.

Let α ∈ R. Denote by OD′(εα), ε → +0 a collection of distributions (with
respect to x) f(x, t, ε) ∈ D′(Rx), x ∈ R, t ∈ [0, T ], ε > 0 such that

〈f(·, t, ε), ψ(·)〉 = O(εα), ε → +0,

for any test function ψ(x) ∈ D(R), x ∈ R. Moreover, 〈f(·, t, ε), ψ(·)〉 is a
continuous function in t, and the estimate O(εα) is understood in the standard
sense being uniform with respect to t in [0, T ]. The notation oD′(εα), ε → +0
is understood correspondingly.

Definition 3.1. ( [11]– [13]) A pair of functions
(
uε(x, t), vε(x, t)

)
which

are smooth as ε > 0, t ∈ [0, T ] is called a weak asymptotic solution of the
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systems (1.7) with the initial data (2.1) (or the system (1.8) with the initial
data (2.10)) if

∫
L1[uε(x, t), vε(x, t)]ψ(x) dx = o(1),

∫
L2[uε(x, t), vε(x, t)]ψ(x) dx = o(1),

∫ (
uε(x, 0)− u0(x)

)
ψ(x) dx = o(1),

∫ (
vε(x, 0)− v0(x)

)
ψ(x) dx = o(1), ε → +0,

for all ψ(x) ∈ D(R), x ∈ R, i.e.,

(3.1)

L1[uε(x, t), vε(x, t)] = oD′(1),

L2[uε(x, t), vε(x, t)] = oD′(1),

uε(x, 0) = u0(x) + oD′(1),

vε(x, 0) = v0(x) + oD′(1), ε → +0,

where the first two estimates are uniform in t ∈ [0, T ].

In (3.1) all distributions in u, v depend on t as a parameter.
Recall that one of the methods for studying singular solutions of systems

of conservation laws is the vanishing viscosity method which introduces vis-
cosity terms in the right-hand sides of a system of conservation laws. In this
case viscosity terms admit estimates of the form oD′(1), and, consequently, a
viscosity solution can be considered as a weak asymptotic solution. Thus a vis-
cosity solution is a particular case of a weak asymptotic solution of the Cauchy
problem, and our notation oD′(1) in the right-hand sides of the equations (3.1)
can be interpreted as a small viscosity.

Within the framework of the weak asymptotics method, we find a δ-shock
wave type solution of the Cauchy problem as a weak limit

(3.2)
u(x, t) = limε→+0 uε(x, t),
v(x, t) = limε→+0 vε(x, t),

of the weak asymptotic solution (uε, vε) to the corresponding Cauchy problem.
Next, constructing the weak asymptotic solution of the Cauchy problem,

multiplying the first two relations in (3.1) by a test function ϕ(x, t) ∈ D(R×
[0, ∞)), integrating these relations by parts and then passing to the limit as
ε → +0, we will see that the pair of distributions (u, v) in (1.13) satisfy the
integral identities (2.2) or (2.11). In this way we will prove that the left-hand
sides of the relations

lim
ε→+0

∫ ∞

0

∫
L1[uε(x, t), vε(x, t)]ϕ(x, t) dx dt = 0,

lim
ε→+0

∫ ∞

0

∫
L2[uε(x, t), vε(x, t)]ϕ(x, t) dx dt = 0
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coincide with the left-hand sides of the integral identities (2.2) or (2.11) for all
test functions ϕ(x, t) ∈ D(R× [0,∞)).

According to [10]– [13], a weak asymptotic solution of the Cauchy problems
(1.7), (1.11) or (1.8), (1.11), (1.12) admitting δ-shocks is constructed in the
form of a smooth Ansatz

uε(x, t) = ũε(x, t) + Ru(x, t, ε),
vε(x, t) = ṽε(x, t) + Rv(x, t, ε), ε > 0.

Here the functions (ũε, ṽε) are regularizations of the singular Ansatz (1.13)
with respect to singularities H(−x + φ(t)), δ(−x + φ(t)), and the corrections
Ru(x, t, ε), Rv(x, t, ε), are the desired functions which are assumed to admit
the estimates:

(3.3) Rj(x, t, ε) = oD′(1),
∂Rj(x, t, ε)

∂t
= oD′(1), ε → +0, j = u, v, w.

Let us note that choosing the corrections is an essential part of the “right”
construction of the weak asymptotic solution [9]– [13], [39], [48]– [50].

In order to construct a regularization f(x, ε) of a distribution f ∈ D′(R)
we use the representation

(3.4) f(x, ε) = f(x) ∗ 1

ε
ω

(
x

ε

)
, ε > 0,

where ∗ is the convolution, and the mollifier ω has the following properties: (a)
ω ∈ C∞(R), (b) ω(η) has a compact support or decreases sufficiently rapidly,
as |η| → ∞, (c)

∫
ω(η) dη = 1, (d) ω(η) ≥ 0, (e) ω(−η) = ω(η). It is known

that lim
ε→+0

〈f(·, ε), ϕ(·)〉 = 〈f(·), ϕ(·)〉 for all ϕ(x) ∈ D(R).

Thus we seek a weak asymptotic solution of the Cauchy problems (1.7),
(1.11) or (1.8), (1.11), (1.12) in the form:

(3.5)
uε(x, t) = u+(x, t) + [u(x, t)]Hu(−x + φ(t), ε) + Ru(x, t, ε),
vε(x, t) = v+(x, t) + [v(x, t)]Hv(−x + φ(t), ε)

+e(t)δv(−x + φ(t), ε) + Rv(x, t, ε).

Here, according to (3.4),

(3.6) δv(ξ, ε) =
1

ε
ωe

(ξ

ε

)
,

is a regularization of the δ-function,

(3.7) Hj(ξ, ε) = ω0j

(ξ

ε

)
=

∫ ξ/ε

−∞
ωj(η) dη

are regularizations of the Heaviside function H(ξ), where ω0j(z) ∈ C∞(R), and
limz→+∞ ω0j(z) = 1, limz→−∞ ω0j(z) = 0, j = u, v, w. The mollifiers ωe, ωg,
ωh, ωj, j = u, v have properties (a)–(e).
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3.2. The Cauchy problems. In [2], [10]– [13], [48]– [50], by using the
weak asymptotics method, the Cauchy problems (1.9), (1.11); (1.14), (1.11);
(1.15), (1.11); (1.10), (1.11), (1.12) admitting δ-shocks were solved.

Solutions of some Cauchy problems admitting δ-shocks are given below.
As in [15], [23], [55], we use the “overcompression” condition (see [35])

(3.8)
λ1(u+, v+) ≤ φ̇(t) ≤ λ1(u−, v−),

λ2(u+, v+) ≤ φ̇(t) ≤ λ2(u−, v−)

as the admissibility condition for the δ-shocks. Here λ1(u, v), λ2(u, v) are
eigenvalues of the characteristic matrix of a hyperbolic system of conservation
laws, φ̇(t) is the velocity of propagation of the δ-shock wave, i.e., the velocity
of motion of the δ-shock front, and u−, v− and u+, v+ are the respective left-
and right-hand values of u, v on the discontinuity curve x = φ(t). This means
that all characteristics on both sides of the discontinuity are in-coming.

3.3. System (1.9). Let us consider the Cauchy problem (1.9), (1.11),
where u0

1(0) > 0. The eigenvalues of the characteristic matrix of system (1.9)
are λ1(u) = f ′(u), λ2(u) = g(u). We shall assume that

(3.9) f ′′(u) > 0, g′(u) > 0, f ′(u) ≤ g(u),

i.e., the “overcompression” conditions (3.8) are satisfied.
We will seek a weak asymptotic solution in the form (3.5), and choose

corrections in the form

(3.10) Ru(x, t, ε) = 0, Rv(x, t, ε) = R(t)
1

ε
Ω′′

(−x + φ(t)

ε

)
,

where R(t) is a continuous function, ε−3Ω′′(x/ε
)

is a regularization of the
distribution δ′′(x), Ω(η) has the properties (a)–(c) (see Sec. 1). It is clear that
estimates (3.3) hold.

Theorem 3.1. Suppose that conditions (3.9) hold. Let [u0(0)] > 0. Then
there exist T > 0 and a zero neighborhood K ⊂ R such that, for (x, t) ∈
K × [0, T ), the Cauchy problem (1.9), (1.11) has a weak asymptotic solution
(3.5), (3.10) if and only if

(3.11)

u±t +
(
f(u±)

)
x

= 0, ±x > ±φ(t),

v±t +
(
g(u±)v±

)
x

= 0, ±x > ±φ(t),

φ̇(t) = [f(u)]
[u]

∣∣∣
x=φ(t)

,

ė(t) =
(
[vg(u)]− [v] [f(u)]

[u]

)∣∣∣
x=φ(t)

,

(3.12) R(t) =
e(t)

c(t)

(
[f(u)]

[u]

∣∣∣
x=φ(t)

− a(t)

)
,
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where [h(u(x, t), v(x, t))] is a jump in function h(u(x, t), v(x, t)) across the dis-
continuity curve x = φ(t),
(3.13)

a(t) =

∫
g
(
u−(x, t)ω0u1(η) + u+(x, t)(1− ω0u1(η))

)∣∣∣
x=φ(t)

ωδ1(η) dη,

c(t) =

∫
g
(
u−(x, t)ω0u1(η) + u+(x, t)(1− ω0u1(η))

)∣∣∣
x=φ(t)

Ω′′(η) dη 6= 0.

The initial data for system (3.11), (3.12) are defined from (1.11), and

φ(0) = 0, R(0) =
e0

c(0)

(
[f(u0)]

[u0]

∣∣∣
x=0

− a(0)

)
.

Proof. Let us substitute ansatz (3.5), (3.10), and asymptotics f(uε(x, t))
and g(uε(x, t))vε(x, t) given by Lemma A.2 from Appendix A into system (1.9).
Taking into account the estimates (3.3), we obtain up to OD′(ε) the following
relations

uεt +
(
f(uε)

)
x

= u+t +
(
f(u+)

)
x

+
{∂[u]

∂t
+

∂

∂x

[
f(u)

]}
H(−x + φ(t))

(3.14) +
{

[u]φ̇(t)− [
f(u)

]}
δ(−x + φ(t)) + OD′(ε),

vεt +
(
g(uε)vε

)
x

= v+t +
(
g(u+)v+

)
x

+
{∂[v]

∂t
+

∂

∂x

[
vg(u)

]}
H(−x + φ(t))

+
{

[v]φ̇(t) + ė(t)− [
vg(u)

]}
δ(−x + φ(t))

(3.15) +
{

e(t)φ̇(t)− e(t)a(t)− c(t)R(t)
}

δ′(−x + φ(t)) + OD′(ε),

where a(t), c(t) are defined by formula (3.13). It is clear that mollifiers ω0u1(ξ),
Ω(ξ) can be chosen such that

∫
ωu1(η)Ω′(η) dη > 0. Consequently, taking into

account that g′(u) > 0, [u0(x)] > 0 and integrating by parts, we obtain

c(t) = −
∫

g′
(
u0(x, t) + u1(x, t)ω0u1(η)

)
u1(x, t)

∣∣∣
x=φ(t)

ωu1(η)Ω′(η) dη 6= 0.

Setting the right-hand side of (3.14), (3.15) equal to zero, we obtain the
necessary and sufficient conditions for the equalities uεt +

(
f(uε)

)
x

= OD′(ε)
and vεt +

(
g(uε)vε

)
x

= OD′(ε), i.e. system (3.11), (3.12).
Now we consider the Cauchy problem

ut +
(
f(u)

)
x

= 0, u(x, 0) = u0(x).

Since, according to (3.9), f(u) is convex and [u0(0)] > 0, according to the
results [36, Ch.4.2.], we extend u0

+(x) (u0
−(x) = u0

+(x) + [u0(x)]) to x ≤ 0
(x ≥ 0) in a bounded C1 fashion and continue to denote the extended functions
by u0

±(x). By u±(x, t) we denote the C1 solutions of the problems

ut +
(
f(u)

)
x

= 0, u±(x, 0) = u0
±(x)
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which exist for small enough time interval [0, T1] and are determined by inte-
gration along characteristics. The functions u±(x, t) determine a two-sheeted
covering of the plane (x, t). Next, we define the discontinuity curve x = φ(t)
as a solution of the problem

φ̇(t) =
f
(
u+(x, t)

)− f
(
u−(x, t)

)

u+(x, t)− u−(x, t)

∣∣∣∣
x=φ(t)

, φ(0) = 0.

It is clear that there exists a unique function φ(t) for sufficiently short times
[0, T2]. To this end, for T = min(T1, T2) we define the shock solution by

u(x, t) =

{
u+(x, t), x > φ(t),
u−(x, t), x < φ(t).

Thus the first, second and third equations of system (3.11) define a unique
solution of the Cauchy problem ut+

(
f(u)

)
x

= 0, u(x, 0) = u0(x) for t ∈ [0, T ).
Solving this problem, we obtain u(x, t), φ(t). Then substituting these func-

tions into system (3.11), we obtain v̂(x, t) = v̂+(x, t) + [v̂](x, t)H(−x + φ(t)),
e(t), and v(x, t) = v̂(x, t) + e(t)δ(−x + φ(t)). Moreover, for any functions
u±(x, t), e(t), φ(t), t ∈ [0, T ), there exists a function R(t), which is defined
by relation (3.12).

Thus for t ∈ [0, T ), the Cauchy problem (1.9), (1.11) has a weak asymptotic
solution (3.5), (3.10) if and only if (3.11), (3.12) hold. ¤

Now we obtain a δ-shock solution of the Cauchy problem (1.9), (1.11), as
a weak limit of a weak asymptotic solution constructed by Theorem 3.1.

Theorem 3.2. ( [12], [13]) Let [u0(0)] > 0. Then there exist T > 0 and a
zero neighborhood K ⊂ R such that, for (x, t) ∈ K×[0, T ), the Cauchy problem
(1.9), (1.11), (3.9), has a unique solution (1.13), which satisfies the integral
identities (2.2), where Γ = {(x, t) : x = φ(t), t ∈ [0, T )}, and functions
u±(x, t), v±(x, t), φ(t), e(t) are defined by the system

(3.16)

u±t +
(
f(u±)

)
x

= 0, ±x > ±φ(t),

v±t +
(
g(u±)v±

)
x

= 0, ±x > ±φ(t),

φ̇(t) = [f(u)]
[u]

∣∣∣
x=φ(t)

,

ė(t) =
(
[vg(u)]− [v] [f(u)]

[u]

)∣∣∣
x=φ(t)

,

with the initial data defined from (1.11), φ(0) = 0.

Proof. According to Lemma A.2 from Appendix A,

(3.17) f
(
uε(x, t)

)
= f(u+) +

[
f(u(x, t))

]
H(−x + φ) + OD′(ε), ε → +0,

By substituting the relation (3.12), which determines R(t), into the second
relation of Lemma A.2 from Appendix A we obtain

vε(x, t)g
(
uε(x, t)

)
= v+g(u+) +

[
vg(u)

]∣∣∣
x=φ(t)

H(−x + φ(t))
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(3.18) +e(t)
[f(u)]

[u]

∣∣∣
x=φ(t)

δ(−x + φ(t)) + OD′(ε), ε → +0.

By Theorem 3.1 we have uεt +
(
f(uε)

)
x

= OD′(ε) and vεt +
(
g(uε)vε

)
x

=
OD′(ε). Applying the left-hand and right-hand sides of these relations to an
arbitrary test function ϕ(x, t) ∈ D(R × [0, T )), and integrating by parts, we
obtain ∫ T

0

∫ (
uε(x, t)ϕt(x, t) + f(uε(x, t))ϕx(x, t)

)
dxdt

(3.19) +

∫
uε(x, 0)ϕ(x, 0) dx = O(ε),

∫ T

0

∫ (
vε(x, t)ϕt(x, t) + vε(x, t)g(uε(x, t))ϕx(x, t)

)
dxdt

(3.20) +

∫
vε(x, 0)ϕ(x, 0) dx = O(ε), ε → +0.

Substituting the asymptotics (3.5) and (3.17), (3.18) into relations (3.19),
(3.20), passing to the limit as ε → +0 in each of the integrals, and taking
into account that

(3.21) lim
ε→+0

∫ T

0

∫
e(t)δv1

(− x + φ(t), ε
)
ϕ(x, t) dxdt =

∫ T

0

e(t)ϕ(φ(t), t) dt,

(3.22) lim
ε→+0

∫
e(0)δv1

(− x, ε
)
ϕ(x, 0) dx = e(0)ϕ(0, 0),

we obtain the integral identities (2.2).
In view of Theorem 3.1, the Cauchy problem has a unique generalized

solution. ¤

3.4. Keyfitz–Kranzer type system. Consider the problem of the prop-
agation of a δ-shock in the Keyfitz–Kranzer type system system

(3.23)
ut +

(
f(u)− αv

)
x

= 0,

vt +
(
g(u)− βv

)
x

= 0,

where f(u) =
∑n

k=0 Aku
k, An 6= 0, g(u) =

∑n+1
k=0 Bku

k, Bn+1 6= 0, are poly-
nomials; n is an even integer; α, β are constants; u = u(x, t), v = v(x, t) ∈ R,
x ∈ R. The Keyfitz–Kranzer system (1.14) and its generalization are particular
cases of system (3.23).

For system (3.23) the eigenvalues of the characteristic matrix are

λ±(u) =
1

2

(
f ′(u)− β ±

√(
f ′(u) + β

)2 − 4αg′(u)
)
,

(
f ′(u) + β

)2 ≥ 4αg′(u).

We shall assume that the “overcompression” conditions (3.8) are satisfied.
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To construct a weak asymptotic solution (3.5) of the Cauchy problem (1.15),
(1.11), we choose corrections in the form

(3.24)

Ru(x, t, ε) = P (t)
1

ε1/n
ΩP

(−x + φ(t)

ε

)

+Q(t)
1

ε1/(n+1)
ΩQ

(−x + φ(t)

ε

)
,

Rv(x, t, ε) = 0,

where P (t), Q(t) are the desired functions, 1
ε
Ωn

P

(
x/ε

)
, 1

ε
Ωn+1

Q

(
x/ε

)
are regu-

larizations (3.6) of the delta function, mollifiers ΩP (η), ΩQ(η) have properties
(a)–(c). Thus the estimates (3.3) hold. In addition to (3.24), we choose mol-
lifiers ΩP (η), ΩQ(η) such that

(3.25)

∫
Ωk

P (η)Ωn+1−k
Q (η) dη = 0, k = 1, 2, . . . n + 1,

∫
Ωn+1

Q (η) dη 6= 0,

∫
Ωn

P (η) dη 6= 0.

As first step, using (3.24), (3.25), we construct a weak asymptotic solution
(3.5) of the Cauchy problem (1.15), (1.11).

Theorem 3.3. Let

(3.26) λ+(u0
+(0)) ≤ [f(u0)− αv0]

[u0]

∣∣∣∣
x=0

≤ λ−(u0
−(0)).

Then there exist T > 0 and a zero neighborhood K ⊂ R such that, for (x, t) ∈
K × [0, T ), the Cauchy problem (3.23), (1.11) has a weak asymptotic solution
(3.5), (3.24), (3.25) if and only if

(3.27)

u±t +
(
f(u±)− αv±

)
x

= 0, ±x > ±φ(t),

v±t +
(
g(u±)− βv±

)
x

= 0, ±x > ±φ(t),

φ̇(t) = [f(u)−αv]
[u]

∣∣∣
x=φ(t)

,

ė(t) =
(
[g(u)− βv]− [v] [f(u)−αv]

[u]

)∣∣∣
x=φ(t)

,

(3.28)

P (t) =
(αe(t)

aAn

)1/n

,

Q(t) =

{
e(t)

cBn+1

(
[f(u)− αv]

[u]
+ β − α

An

(
Bn

+
((

1− b

a

)
u+ +

b

a
u−

)
(n + 1)Bn+1

))∣∣∣∣
x=φ(t)

}1/(n+1)

,
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where

(3.29)

a =

∫
Ωn

P (η) dη > 0,

b =

∫
ω0u(η)Ωn

P (η) dη,

c =

∫
Ωn+1

Q (η) dη 6= 0.

The initial data for system (3.27), (3.28) are defined from (1.11), and

e(0) = e0, φ(0) = 0,

P (0) =
( e0

aAn

)1/n

,

Q(0) =

{
e0

cBn+1

(
[f(u0)− αv0]

[u0]
+ β − α

An

(
Bn

+
((

1− b

a

)
u0

+ +
b

a
u0
−
)
(n + 1)Bn+1

))}1/(n+1)∣∣∣∣
x=0

.

Proof. Using the second and third relations in (A.1) from Lemma A.1,
we calculate the following weak asymptotics

(3.30)

Rk
u(x, t, ε) = oD′(1), k ≤ n− 1,

Rn
u(x, t, ε) = aP n(t)δ(−x + φ(t)) + oD′(1),

H(−x + φ(t), ε)Rn
u(x, t, ε) = bP n(t)δ(−x + φ(t)) + oD′(1),

Rn+1
u (x, t, ε) = cQn+1(t)δ(−x + φ(t)) + oD′(1),

where a, b, c are defined by (3.29). With help of (3.30) and Lemma A.1 one
can calculate

(3.31)

(
uε(x, t)

)k
= uk

+ +
(
uk
− − uk

+

)
H(−x + φ(t))

+oD′(1), k ≤ n− 1,(
uε(x, t)

)n
= un

+ +
(
un
− − un

+

)
H(−x + φ(t))

+Rn
u(x, t, ε) + oD′(1),(

uε(x, t)
)n+1

= un+1
+ +

(
un+1
− − un+1

+

)
H(−x + φ(t))

+(n + 1)
(
u+ + [u]H(−x + φ(t), ε)

)
Rn

u(x, t, ε)

+Rn+1
u (x, t, ε) + oD′(1).

Taking into account relations (3.30), (3.31), (3.5), (3.24), (3.25), we obtain
the following weak asymptotics

f
(
uε(x, t)

)− αvε(x, t) = f(u+)− αv+ +
[
f(u)− αv

]
H(−x + φ(t))

(3.32) +
{

aAnP
n(t)− αe(t)

}
δ(−x + φ(t)) + oD′(1),

g
(
uε(x, t)

)− βvε(x, t) = g(u+)− βv+ +
[
g(u)− βv

]
H(−x + φ(t))

+
{

aBnP
n(t) + (n + 1)

(
au+ + b[u]

)
Bn+1P

n(t)
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(3.33) +cBn+1Q
n+1(t)− βe(t)

}
δ(−x + φ(t)) + oD′(1), ε → +0.

Substituting the smooth ansatz (3.5) and relations (3.32), (3.33) into the
left-hand side of system (3.23), and taking into account (3.3), we obtain

uεt +
(
f(uε)− αvε

)
x

= u+t +
(
f(u+)− αv+

)
x

+
{ ∂

∂t
[u] +

∂

∂x

[
f(u)− αv

]}
H(−x + φ(t))

+
{

[u]φ̇(t)− [
f(u)− αv

]}
δ(−x + φ(t))

(3.34) +
{

αe(t)− aAnP n(t)
}

δ′(−x + φ(t)) + oD′(1),

vεt +
(
g(uε)− βvε

)
x

= v+t +
(
g(u+)− βv+

)
x

+
{ ∂

∂t
[v] +

∂

∂x

[
g(u)− βv

]}
H(−x + φ(t))

+
{

[v]φ̇(t) + ė(t)− [
g(u)− βv

]}
δ(−x + φ(t))

+
{

e(t)φ̇(t) + βe(t)− aBnP
n(t)− (n + 1)

(
au+ + b[u]

)
Bn+1P

n(t)

(3.35) −cBn+1Q
n+1(t)

}
δ′(−x + φ(t)) + oD′(1), ε → +0.

Setting the left-hand side of (3.34), (3.35) equal to zero, we obtain the
necessary and sufficient conditions for the equalities uεt +

(
f(uε) − αvε

)
x

=

oD′(1), vεt +
(
g(uε)− βvε

)
x

= oD′(1), i.e., systems (3.27), (3.28).
Now repeating the corresponding part of the proof of Theorem 3.1 almost

word for word, we prove that there exists T > 0 such that for t ∈ [0, T ), the
Cauchy problem (1.15), (1.11) has a weak asymptotic solution (3.5), (3.10) if
and only if (3.27), (3.28) hold. ¤

Now using this weak asymptotic solution constructed in Theorem 3.3, we
prove the following theorem.

Theorem 3.4. Let (3.26) holds. Then there exist T > 0 and a zero neigh-
borhood K ⊂ R such that, for (x, t) ∈ K × [0, T ), the Cauchy problem (3.23),
(1.11) has a unique solution (1.13) which satisfies the integral identities (2.2)
where Γ = {(x, t) : x = φ(t), t ∈ [0, T )}, and functions u±(x, t), v±(x, t), φ(t),
e(t) are defined by the system

(3.36)

u±t +
(
f(u±)− αv±

)
x

= 0, ±x > ±φ(t),

v±t +
(
g(u±)− βv±

)
x

= 0, ±x > ±φ(t),

φ̇(t) = [f(u)]−α[v]
[u]

∣∣∣
x=φ(t)

,

ė(t) =
(
[g(u)− βv]− [v] [f(u)]−α[v]

[u]

)∣∣∣
x=φ(t)

,

with the initial data defined from (1.11), φ(0) = 0.
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Proof. Substituting the correction P (t), Q(t) given by (3.28) into expres-
sions (3.32), (3.33), we obtain

f
(
uε(x, t)

)− αvε(x, t)

(3.37) = f(u+)− αv+ +
[
f(u)− αv

]
H(−x + φ(t)) + oD′(1),

g
(
uε(x, t)

)− βvε(x, t) = g(u+)− βv+ +
[
g(u)− βv

]
H(−x + φ(t))

(3.38) +e(t)

[
f(u)− αv

]

[u]
δ(−x + φ(t)) + oD′(1), ε → +0.

By Theorem 3.3 we have

uεt +
(
f(uε)− αvε

)
x

= oD′(1), vεt +
(
g(uε)− βvε

)
x

= oD′(1).

Applying the left-hand and right-hand sides of these relations to an arbitrary
test function ϕ(x, t) ∈ D(R× [0, T )), taking into account that uε(x, t), vε(x, t)
are smooth, and integrating by parts, we obtain

∫ T

0

∫ (
uε(x, t)ϕt(x, t) +

(
f(uε(x, t))− αvε(x, t)

)
ϕx(x, t)

)
dxdt

+

∫
uε(x, 0)ϕ(x, 0) dx = o(1),

∫ T

0

∫ (
vε(x, t)ϕt(x, t) +

(
g(uε(x, t))− βvε(x, t)

)
ϕx(x, t)

)
dxdt

+

∫
vε(x, 0)ϕ(x, 0) dx = o(1), ε → +0.

Substituting asymptotics (3.5), and (3.37), (3.38) into the above relations,
passing to the limit as ε → +0 in each of the integrals, and taking into account
(3.21), (3.22), we obtain that the integral identities (2.2) hold.

In view of Theorem 3.3, system (3.36) has a unique solution. ¤

For the case α = 1, β = 0 Theorem 3.4 was proved in [48], [49], [2,
Theorem 3.2.].

Corollary 3.1. ( [49], [2]) Let u0
+(0) + 1 ≤ [(u0)2]−[v0]

[u0]

∣∣
x=0

≤ u0
−(0) − 1.

Then there exist T > 0 and a zero neighborhood K ⊂ R such that, for (x, t) ∈
K× [0, T ), the Cauchy for Keyfitz–Kranzer system (1.14), (1.11) has a unique
generalized solution (1.13) which satisfies the integral identities (2.2), where
Γ = {(x, t) : x = φ(t), t ∈ [0, T )}, and functions u±(x, t), v±(x, t), φ(t), e(t)
are defined by the system (3.36), where f(u) = u2, g(u) = 1

3
u3 − u.
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3.5. Zero-pressure gas dynamics system (1.10). The characteristic
matrix of zero-pressure gas dynamics (1.10) has the repeating eigenvalues
λ1(u) = λ2(u) = u. We assume that the “overcompression” conditions (3.8)

are satisfied, i.e., u+ ≤ φ̇(t) ≤ u−.
To construct a weak asymptotic solution (3.5) to the Cauchy problem

(1.10), (1.11),(1.12), we choose corrections in the form

(3.39)
Ru(x, t, ε) = Q(t)Ω′

(
−x+φ(t)

ε

)
,

Rv(x, t, ε) = R(t)1
ε
Ω̃′′

(
−x+φ(t)

ε

)
,

where Q(t), R(t) are desired functions, ε−1Ω
(
x/ε

)
and ε−1Ω̃

(
x/ε

)
are regu-

larizations (3.6) of the delta function, Ω(η) and Ω̃(η) have properties (a)–(c).
Thus, relations (3.3) hold. It is clear (see [12]) that in addition we can choose

mollifiers Ω(η), Ω̃(η) such that

(3.40)

∫
ωδ(η)Ω′(η) dη 6= 0,

∫
ω0u(η)Ω̃′′(η) dη = 0,

∫
ω2

0u(η)Ω̃′′(η) dη 6= 0,

∫
ω0u(η)Ω′(η)Ω̃′′(η) dη = 0,

∫
Ω′(η)Ω̃′′(η) dη = 0.

Now, using (3.39), (3.40) and repeating the constructions of Theorems 3.1,
3.3, we construct a weak asymptotic solution (3.5) of the Cauchy problem
(1.10), (1.11), (1.12). Next, using this weak asymptotic solution and repeating
the constructions of Theorems 3.2, 3.4 we prove the following theorem.

Theorem 3.5. ( [12]) Let u0
+(0) ≤ φ̇(0) ≤ u0

−(0). Then there exist T > 0
and a zero neighborhood K ⊂ R such that, for (x, t) ∈ K × [0, T ), the Cauchy
problem (1.10), (1.11), (1.12) has a unique solution (1.13) which satisfies the
integral identities (2.11) where Γ = {(x, t) : x = φ(t), t ∈ [0, T )}, and func-
tions u±(x, t), v±(x, t), φ(t), e(t) are defined by the system

(3.41)

v±t +
(
v±u±

)
x

= 0, ±x > ±φ(t),

(v±u±)t +
(
v±u2

±
)

x
= 0, ±x > ±φ(t),

ė(t) =
(
[uv]− [v]φ̇(t)

)∣∣∣
x=φ(t)

,

d
(
e(t)φ̇(t)

)

dt
=

(
[u2v]− [uv]φ̇(t)

)∣∣∣
x=φ(t)

,

where the initial data are defined from (1.11), (1.12).



26 V. M. SHELKOVICH

If in Theorems 3.1– 3.5 and Corollary 3.1, we consider the piecewise con-
stant initial data (1.11) then T = ∞.

4. δ-Shock and singular shock

In this section a complicated problem related to the concept of singular
shock is considered (see [52]).

As was mentioned above, a model system admitting a singular shock is the
well-known Keyfitz-Kranzer system (1.14). In [24], [25], [45], [46] a singular
shock solution for system of conservation laws

wt +
(
q(w)

)
x

= 0, x ∈ R, w(x, t) ∈ Rn,

is defined as a measure of the form

(4.1) w(x, t) = ω(x, t) +
∑

i

Miχi(t)δ(x− xi(t)),

where q : Rn → Rn is a smooth function, ω is a classical weak solution away
from the singularities, χi is the characteristic function of interval [Ai, Bi);
Mi ∈ W∞ and xi ∈ W 1,∞. The function w is the weak limit of the sequence
wε with wε(·, t) ∈ L1

loc uniformly with respect to ε, point-wise in t, satisfying

(4.2)
wε(·, t) → w(·, t),(

wε(·, t))
t
+

(
q(wε(·, t)))

x
− ε(A(wε(·, t))x)x → 0, ε → 0,

weakly in the space of measures on R, point-wise with respect to t, for some
positive definite matrix A. In the above papers some modifications of this
definition are also used. Note that since wε → w weakly, Definition (4.1),
(4.2) can be used without the term ε(A(wε(·, t))x)x (this was done in [45]).

The authors ([22]– [25], [45], [46]) distinguish between δ-shocks and sin-
gular shocks. In fact, the main distinction of a singular shock is that its flux
function is not defined. As said in [22, p.106], “unlike the delta-shocks...,
the singular shocks which are needed to solve (1.14) are truly nonlinear ob-
jects which cannot defined in the context of classical distribution theory.”
According to [22]– [25], [45], [46], some model problems for δ-shocks are de-
scribed in [3], [14], [32], [55], where for “zero-pressure gas dynamics” (1.10)
the measure-valued solution approach is used, and flux-functions ρu, ρu2 are
well-defined measures.

We would like to stress that Definition (4.1), (4.2) of a singular shock and
the other ones from [24], [25], [45], [46] do not connect the limiting function
(4.1) with the system wt+

(
q(w)

)
x

= 0; they only connect the regularizing func-
tion wε with the regularizing system (4.2). Thus it is not defined in which sense
the singular shock (4.1) satisfies a nonlinear system. In this way only approx-
imating (or viscosity) solutions and their structure can be studied. (A more
general and strict definition of the type (4.1), (4.2) was introduced in [10].)

Using our results, we show that both singular shock (4.1) and δ-shock (1.13)
are solutions of the same type. More precisely, there is no reasons to distinguish
between δ-shocks and singular shocks.
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To prove our assertion we compare singular solutions which have δ- sin-
gularities for the systems (1.14) and (1.15), and the system (1.9). According
to [22]– [25], [45], [46], systems (1.14), (1.15) and (1.9) are model problems
for singular shocks and δ-shocks, respectively. For these systems we consider
the initial data of the form (1.11).

Our arguments are the following:
(i) General structure of δ-shock (see Definition 2.1) and singular shock (4.1)

is identically.
(ii) Systems (1.14), (1.15), and (1.9) are particular cases of the same sys-

tem (1.7), for which the δ-shock wave type solution is introduced by the Defi-
nition 2.1.

(iii) According to Corollary 3.1, Theorems 3.4, and Theorem 3.2, δ-shock
wave type solutions of the Cauchy problems (1.14), (1.11); (1.15), (1.11); and
(1.9), (1.11) have the same form (1.13):

u(x, t) = u+(x, t) + [u(x, t)]H(−x + φ(t)),
v(x, t) = v+(x, t) + [v(x, t)]H(−x + φ(t)) + e(t)δ(−x + φ(t))

and satisfy corresponding systems of conservation laws in the sense of the same
Definition 2.1.

(iv) According to Theorem 2.1, the Rankine–Hugoniot conditions for the
above δ-shock wave type solutions are given by the identical formula (2.7).

(v) For the Cauchy problems (1.14), (1.11); (1.15), (1.11); and (1.9), (1.11)
the flux-functions of δ-shocks (9.34), (9.35); (9.32), (9.33); and (9.30), (9.31)
are well-defined Schwartz distributions and have the identical structure (9.3)
(see below in Subsec. 9.2, 9.3).

Nevertheless, flux–functions of δ–shocks for the Keyfitz–Kranzer system
(1.14) and its generalization (1.15) have some specific and “strange” properties
which are described below in Subsec. 9.3. The point is that δ-shocks constitute
the universe with unusual and “strange” properties, and the Keyfitz-Kranzer
system is an excellent model example which demonstrates this.

5. δ′-Shock type solutions and the Rankine–Hugoniot conditions

Denote by C̃(R × (0,∞);R
)

the class of piecewise-smooth functions. Let
Γ = {γi : i ∈ I} be the graph introduced in Subsec. 2.1 (see Fig. 1.). The
initial data
(5.1)

(u0(x), v0(x), w0(x)), where v0(x) = v̂0(x) + e0δ(Γ0)
w0(x) = ŵ0(x) + g0δ(Γ0) + h0δ′(Γ0),

and u0, v̂0, ŵ0 ∈ C̃(R;R
)
, will be called δ′-shock type initial data. Here, by

definition, e0δ(Γ0)
def
=

∑
k∈I0

e0
kδ(x − x0

k), g0δ(Γ0)
def
=

∑
k∈I0

g0
kδ(x − x0

k),

h0δ(Γ0)
def
=

∑
k∈I0

h0
kδ
′(x− x0

k), where e0
k, g0

k, h0
k are constants, k ∈ I0.
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Definition 5.1. ( [39]) A triple of distributions (u, v, w) and a graph Γ,
where v(x, t) and w(x, t) have the form of the sums

v(x, t) = v̂(x, t) + e(x, t)δ(Γ), w(x, t) = ŵ(x, t) + g(x, t)δ(Γ) + h(x, t)δ′(Γ),

and u, v̂, ŵ ∈ C̃(R × (0,∞);R
)
, eδ(Γ)

def
=

∑
i∈I eiδ(γi), gδ(Γ)

def
=

∑
i∈I giδ(γi),

hδ′(Γ)
def
=

∑
i∈I hi(x, t)δ′(γi), ei(x, t), gi(x, t), hi(x, t) ∈ C1(Γ), i ∈ I, is called a

δ′-shock wave type solution of the Cauchy problem (1.16), (5.1) if the integral
identities
(5.2) ∫ ∞

0

∫ (
uϕt + f(u)ϕx

)
dx dt +

∫
u0(x)ϕ(x, 0) dx = 0,

∫ ∞

0

∫
v̂
(
ϕt + f ′(u)ϕx

)
dx dt +

∑
i∈I

∫

γi

ei(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

+

∫
v̂0(x)ϕ(x, 0) dx +

∑

k∈I0

e0
kϕ(x0

k, 0) = 0,

∫ ∞

0

∫ (
ŵϕt +

(
f ′′(u)v̂2 + f ′(u)ŵ

)
ϕx

)
dx dt

+
∑
i∈I

( ∫

γi

gi(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

+

∫

γi

hi(x, t)
δϕx(x, t)

δt

dl√
1 + u2

δ

+

∫

γi

δe2
i (x,t)

δt
− hi(x, t) δ[u(x,t)]

δt

[u(x, t)]
ϕx(x, t)

dl√
1 + u2

δ

)

+

∫
ŵ0(x)ϕ(x, 0) dx +

∑

k∈I0

g0
kϕ(x0

k, 0) +
∑

k∈I0

h0
kϕx(x

0
k, 0) = 0,

hold for all test functions ϕ(x, t) ∈ D(R× [0,∞)). The derivative of the delta
function δ′(γi) on the curve γi is defined in [17, ch.III,§1.5.], [21, 5.3.;5.5.].

Theorem 5.1. ([39]) Let us assume that Ω ⊂ R × [0,∞) is some region
cut by a curve Γ = {(x, t) : x = φ(t)}, φ(t) ∈ C1(0, +∞) into left- and right-
hand parts Ω± = {(x, t) ∈ Ω : ±(x− φ(t)) > 0}. Let (u(x, t), v(x, t), w(x, t)),
Γ be a generalized δ′-shock wave type solution of system (1.16). Assume that
(u, v, w) are smooth in the domains Ω± and have one-sided limits u±, v±, w±
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on Γ, which are supposed to be continuous functions on Γ. Then the Rankine–
Hugoniot conditions for the δ′-shock

φ̇(t) =
[f(u)]

[u]

∣∣∣∣
x=φ(t)

,(5.3)

ė(t) =
(
[f ′(u)v]− [v]

[f(u)]

[u]

)∣∣∣∣
x=φ(t)

,(5.4)

ġ(t) =
(
[f ′′(u)v2 + f ′(u)w]− [w]

[f(u)]

[u]

)∣∣∣∣
x=φ(t)

,(5.5)

d

dt

(
h(t)[u(φ(t), t)]

)
=

de2(t)

dt
(5.6)

hold along Γ. Here e, g, h can be treated as functions of the single variable t,

so that e(t)
def
= e(φ(t), t), g(t)

def
= g(φ(t), t), h(t)

def
= h(φ(t), t).

Proof. Setting F (u, v) = f(u), G(u, v) = f ′(u)v and repeating the proof
of Theorem 2.1 word for word, we prove conditions (5.3) and (5.4).

Conditions (5.5), (5.6) are proved similarly. Let n = (ν1, ν2) be a unit nor-
mal to the curve Γ oriented from Ω− to Ω+, l = (−ν2, ν1) be a unit tangential
vector to Γ. The triple (u, v̂, ŵ) being a smooth solution of the system (1.16) in
the domains Ω± by applying (5.2) to a test function ϕ(x, t) ∈ D(R× (0, +∞)),
taking into account (1.4), (2.5), and integrating by parts, we obtain the identity

0 =

∫

Ω

(
ŵϕt +

(
f ′′(u)v̂2 + f ′(u)ŵ

)
ϕx

)
dx dt +

∫

Γ

g(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

+

∫

Γ

h(x, t)
δϕx(x, t)

δt

dl√
1 + u2

δ

+

∫

Γ

δe2(x,t)
δt

− h(x, t)∂[u(x,t)]
∂l

[u(x, t)]
ϕx(x, t)

dl√
1 + u2

δ

=

∫

Γ

(
[w]ν2 + [f ′′(u)v2 + f ′(u)w]ν1

)
ϕ(x, t) dl +

∫

Γ

g(x, t)
δϕ(x, t)

δt

dl√
1 + (φ̇(t))2

+

∫

Γ

h(x, t)
δϕx(x, t)

δt

dl√
1 + (φ̇(t))2

+

∫

Γ

δe2(x,t)
δt

− h(x, t)∂[u(x,t)]
∂l

[u(x, t)]
ϕx(x, t)

dl√
1 + (φ̇(t))2

=

∫ ∞

0

(
− [w]φ̇(t) + [f ′′(u)v2 + f ′(u)w]

)
ϕ(φ(t), t) dt

+

∫ ∞

0

g(t)
dϕ(φ(t), t)

dt
dt

+

∫ ∞

0

h(t)
dϕx(φ(t), t)

dt
dt +

∫ ∞

0

de2(t)
dt

− h(t)d[u(φ(t),t)]
dt

[u(φ(t), t)]
ϕx(φ(t), t) dt
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=

∫ ∞

0

(
− [w]φ̇(t) + [f ′′(u)v2 + f ′(u)w]− ġ(t)

)
ϕ(φ(t), t) dt

(5.7) +

∫ ∞

0

( de2(t)
dt

− h(t)d[u(φ(t),t)]
dt

[u(φ(t), t)]
− ḣ(t)

)
ϕx(φ(t), t) dt.

Here we take into account that integrating by parts we can easily see that∫

Γ

ψ(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

= −
∫

Γ

δψ(x, t)

δt
ϕ(x, t)

dl√
1 + u2

δ

= −
∫

Γ

dψ(φ(t), t)

dt
ϕ(φ(t), t) dt,

where ψ(x, t) is a smooth function.
Since ϕ(φ(t), t) and ϕx(φ(t), t) are arbitrary smooth functions, and

de2(t)
dt

− h(t)d[u(φ(t),t)]
dt

[u(φ(t), t)]
− ḣ(t) =

de2(t)
dt

− dh(t)u(φ(t),t)
dt

[u(φ(t), t)]
,

we conclude that in view of (5.7) conditions (5.5), (5.6) hold along Γ. ¤
The system of the Rankine–Hugoniot conditions (5.3)–(5.6) determines the

trajectory x = φ(t) of a δ′-shock wave and the coefficients e(t), g(t), h(t) of
the singularities. The first equation in this system is the “standard” Rankine–
Hugoniot condition for the shock (cf. (1.3) or (1.5)), while the first and second
equations are the “standard” Rankine–Hugoniot conditions for the δ-shock (cf.
(2.7)). The right-hand sides of equalities (5.4), (5.5) are the first Rankine-
Hugoniot deficits, while the right-hand side of (5.6) is the second Rankine-
Hugoniot deficit.

The integral identities (5.2) differ from the classical integral identities (1.2)
(for m = 3) by the additional terms in the second and third identities. Here
the terms

∑
i∈I

∫

γi

ei(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

,
∑
i∈I

∫

γi

gi(x, t)
δϕ(x, t)

δt

dl√
1 + u2

δ

appear due to the delta functions in v w, and the terms
∑
i∈I

( ∫

γi

hi(x, t)
δϕx(x, t)

δt

dl√
1 + u2

δ

+

∫

γi

δe2
i (x,t)

δ
− hi(x, t)∂[u(x,t)]

∂l

[u(x, t)]
ϕx(x, t)

dl√
1 + u2

δ

)

appear due to the derivative of delta function in w. Moreover, the first integral
identity in (5.2) is a “standard” type integral identity (cf. (1.2)), while the
first and second integral identities in (5.2) constitute δ-shock type integral
identities (cf. Definition 2.1). The third integral identity in (5.2) is a special
type of δ′-shock type integral identity.
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6. The Cauchy problems admitting δ′-shocks

6.1. Weak asymptotic solutions. Similarly to Subsec. 3.1, we intro-
duce the following definition.

Definition 6.1. ( [39]) A triple of functions
(
uε(x, t), vε(x, t), wε(x, t)

)
,

smooth as ε > 0, t ∈ [0, T ] is called a weak asymptotic solution of system
(1.16) with the initial data (u0(x), v0(x), w0(x)) if

∫
L1[uε(x, t)]ψ(x) dx = o(1),

∫
L2[uε(x, t), vε(x, t)]ψ(x) dx = o(1),

∫
L3[uε(x, t), vε(x, t), wε(x, t)]ψ(x) dx = o(1),

∫ (
uε(x, 0)− u0(x)

)
ψ(x) dx = o(1),

∫ (
vε(x, 0)− v0(x)

)
ψ(x) dx = o(1),

∫ (
wε(x, 0)− w0(x)

)
ψ(x) dx = o(1), ε → +0,

for all ψ(x) ∈ D(R). The latter relations can be rewritten as

(6.1)

L1[uε(x, t)] = oD′(1),
L2[uε(x, t), vε(x, t)] = oD′(1),

L3[uε(x, t), vε(x, t), wε(x, t)] = oD′(1),
uε(x, 0) = u0(x) + oD′(1),
vε(x, 0) = v0(x) + oD′(1),
wε(x, 0) = w0(x) + oD′(1), ε → +0,

where the first three estimates are uniform in t ∈ [0, T ].

In (6.1) all distributions in u, v, w depend on t as a parameter.
Within the framework of the weak asymptotics method, we find a δ′-shock

wave type solution of the Cauchy problem as a weak limit

(6.2)
u(x, t) = limε→+0 uε(x, t),
v(x, t) = limε→+0 vε(x, t),
w(x, t) = limε→+0 wε(x, t),

of the weak asymptotic solution (uε, vε, wε) to the corresponding Cauchy prob-
lem.
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Next, using the weak asymptotic solution of the Cauchy problem, we need
to prove that the left-hand sides of the relations

lim
ε→+0

∫ ∞

0

∫
L1[uε(x, t)]ϕ(x, t) dx dt = 0,

lim
ε→+0

∫ ∞

0

∫
L2[uε(x, t), vε(x, t)]ϕ(x, t) dx dt = 0,

lim
ε→+0

∫ ∞

0

∫
L3[uε(x, t), vε(x, t), wε(x, t)]ϕ(x, t) dx dt = 0

coincide with the left-hand sides of the integral identities (5.2) for all test
functions ϕ(x, t) ∈ D(R× [0,∞)).

According to [39]– [41], a weak asymptotic solution of the Cauchy problem
(1.16), (1.18) admitting δ′-shocks is constructed in the form of the smooth
Ansatz

uε(x, t) = ũε(x, t) + Ru(x, t, ε),
vε(x, t) = ṽε(x, t) + Rv(x, t, ε),
wε(x, t) = w̃ε(x, t) + Rw(x, t, ε), ε > 0.

Here the functions (ũε, ṽε, w̃ε) are regularizations of the singular Ansatz (1.19)
with respect to singularities H(−x + φ(t)), δ(−x + φ(t)), δ′(−x + φ(t)), and
the corrections Ru(x, t, ε), Rv(x, t, ε), Rw(x, t, ε) are desired functions which
are assumed to admit the estimates (3.3).

We will seek a weak asymptotic solution of the Cauchy problem (1.16),
(1.18) in the form:

(6.3)

uε(x, t) = u+(x, t) + [u(x, t)]Hu(−x + φ(t), ε) + Ru(x, t, ε),
vε(x, t) = v+(x, t) + [v(x, t)]Hv(−x + φ(t), ε)

+e(t)δv(−x + φ(t), ε) + Rv(x, t, ε),
wε(x, t) = w+(x, t) + [w(x, t)]Hw(−x + φ(t), ε)

+g(t)δw(−x + φ(t), ε) + h(t)δ′w(−x + φ(t), ε)
+Rw(x, t, ε).

Here δe(ξ, ε) given by (3.6) and

(6.4) δw(ξ, ε) =
1

ε
ωg

(ξ

ε

)

are regularizations of the δ-function,

(6.5) δ′w(ξ, ε) =
1

ε2
ω′h

(ξ

ε

)

is a regularization of the distribution δ′, Hj(ξ, ε) given by (3.7) are regulariza-
tions of the Heaviside function H(ξ), j = u, v, w.

6.2. The Cauchy problems. In the papers [39], [40], [51], by using
the weak asymptotics method, the Cauchy problem (1.17), (1.18) admitting
δ′-shocks was solved.
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We used the following admissibility condition for δ′-shocks:

(6.6) f ′(u+) ≤ φ̇(t) ≤ f ′(u−),

where φ̇(t) is the velocity of the δ′-shock wave, and u−, u+ are the respective
left- and right-hand values of u at the discontinuity curve. Condition (6.6),
as well as condition (3.8) mean that all characteristics on both sides of the
discontinuity are in-coming.

For systems (1.17) the eigenvalues of the characteristic matrix are λ1(u) =
λ2(u) = λ3(u) = 2u. We assume that the “overcompression” condition (6.6) is
satisfied.

To construct a weak asymptotic solution (6.3) of the Cauchy problem (1.17),
(1.18), we choose corrections in the form

(6.7)

Ru(x, t, ε) = 0,
Rv(x, t, ε) = 0,

Rw(x, t, ε) = P (t) 1
ε2 Ω

′′′
P

(
−x+φ(t)

ε

)
,

where P (t) is the desired function, 1
ε4 Ω

′′′
P

(
x
ε

)
is a regularization of the distribu-

tion δ′′′(x). Consequently, Rw(x, t, ε) = ε2P (t)δ′′′P (−x + φ(t), ε) ∈ OD′(ε), i.e.,
estimates (3.3) hold.

Using (6.7) and repeating the scheme of the construction from Theorem 3.1,
we obtain the weak asymptotic solution (6.3) of the Cauchy problem (1.17),
(1.18). Next, using this weak asymptotic solution, one can prove the following
theorem.

Theorem 6.1. ( [39]) Let 2u0
+(0) ≤ φ̇(0) ≤ 2u0

−(0), i.e., (6.6) holds.
Then there exist T > 0 and a zero neighborhood K ⊂ R such that for (x, t) ∈
K×[0, T ) the Cauchy problem (1.17), (1.18) has a unique solution (1.19) which
satisfies the integral identities (5.2) where Γ = {(x, t) : x = φ(t), t ∈ [0, T )},
and functions u±(x, t), v±(x, t), w±(x, t), φ(t), e(t), g(t), h(t) are defined by
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the system

(6.8)

u±t +
(
u2
±
)

x
= 0, ±x > ±φ(t),

v±t + 2
(
u±v±

)
x

= 0, ±x > ±φ(t),

w±t + 2
(
v2
± + u±w±

)
x

= 0, ±x > ±φ(t),

φ̇(t) = [u2]
[u]

∣∣∣
x=φ(t)

= (u− + u+)
∣∣
x=φ(t)

,

ė(t) =
(
2[vu]− [v] [u

2]
[u]

)∣∣∣
x=φ(t)

= [u](v− + v+)
∣∣
x=φ(t)

,

ġ(t) =
(
2[v2 + uw]− [w] [u

2]
[u]

)∣∣∣
x=φ(t)

=
(
2[v](v− + v+) + [u](w− + w+)

)∣∣
x=φ(t)

,

d
(
h(t)[u(φ(t), t)]

)

dt
=

de2(t)

dt
,

where the initial data are defined from (1.18), φ(0) = 0.

The last two equations in (3.16) and (3.36), constitute the corresponding
Rankine–Hugoniot conditions for δ-shocks and are particular cases of (2.7).
The last two equations in (3.41) constitute the Rankine–Hugoniot conditions
for δ-shocks and are particular cases of (2.13).

The last four equations in (6.8) give the Rankine–Hugoniot conditions for
δ′-shocks and are particular cases of (5.3)–(5.6).

If we consider piecewise constant initial data in Theorem 6.1 then T = ∞.

7. A Riemann problem admitting shocks, δ-shocks, δ′-shocks, and
vacuum states

7.1. The vanishing viscosity approach. In this section, by using the
vanishing viscosity method , we solve the Riemann problem for system (1.17)
with the initial data

(7.1)
(
u0(x), v0(x), w0(x)

)
=

{
(u−, v−, w−), x < 0,
(u+, v+, w+), x > 0,

where u+ = u0
0, v+ = v0

0, w+ = w0
0, u− = u0

0 +u0
1, v− = v0

0 +w0
1, w− = w0

0 +w0
1

are given constants (for details, see [51]). The initial data (7.1) are a particular
case of the initial data (1.18).

First, we construct solutions to the parabolic approximation of system
(1.17)

(7.2)

uε t +
(
u2

ε

)
x

= εuε xx,

vε t + 2
(
uεvε

)
x

= εvε xx,

wε t + 2
(
v2

ε + uεwε

)
x

= εwε xx
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with the initial data (7.1).
By the Hopf-Cole transformations

(7.3) uε(x, t) = −ε
Aε x

Aε

, vε(x, t) = −ε

(
Bε

Aε

)

x

, wε(x, t) = −ε

(
AεCε −B2

ε

A2
ε

)

x

system (7.2) is reduced to the linear system of heat equations

(7.4) Aε t = εAε xx, Bε t = εBε xx, Cε t = εCε xx.

The initial data for the last system read off from the initial data (7.1) and the
Hopf-Cole transformations (7.3) and have the form:

(
A0

ε(x), B0
ε (x), C0

ε (x)
)

(7.5) =





(
e−

u−x

ε , −v−x

ε
e−

u−x

ε ,
(v2

−x2

ε2
− w−x

ε

)
e−

u−x

ε

)
, x < 0,

(
e−

u+x

ε , −v+x

ε
e−

u+x

ε ,
(v2

+x2

ε2
− w+x

ε

)
e−

u−x

ε

)
, x > 0.

It is well known that a solution of the heat equation with the initial data

Φε t = εΦε xx, Φε(x, 0) = Φ0
ε(x)

has the following form

(7.6) Φε(x, t) =
1√
4πtε

∫ ∞

−∞
Φ0

ε(y) exp
(
− (x− y)2

4tε

)
dy.

By substituting the initial data (7.5) into formula (7.6), we obtain a solution
of the problem (7.4), (7.5):

(7.7)
Aε(x, t) = aε

−(x, t) + aε
+(x, t),

Bε(x, t) = bε
−(x, t) + bε

+(x, t),
Cε(x, t) = cε

−(x, t) + cε
+(x, t),

where

(7.8)

aε
−(x, t) =

1√
4πtε

∫ 0

−∞
exp

(
− (x− y)2

4tε
− u−

ε
y
)

dy,

aε
+(x, t) =

1√
4πtε

∫ ∞

0

exp
(
− (x− y)2

4tε
− u+

ε
y
)

dy,

(7.9)

bε
−(x, t) =

1√
4πtε

∫ 0

−∞

(
− v−

ε
y
)

exp
(
− (x− y)2

4tε
− u−

ε
y
)

dy,

bε
+(x, t) =

1√
4πtε

∫ ∞

0

(
− v+

ε
y
)

exp
(
− (x− y)2

4tε
− u+

ε
y
)

dy,
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(7.10)

cε
−(x, t) =

1√
4πtε

∫ 0

−∞

(v2
−

ε2
y2 − w−

ε
y
)

exp
(
− (x− y)2

4tε
− u−

ε
y
)

dy,

cε
+(x, t) =

1√
4πtε

∫ ∞

0

(v2
+

ε2
y2 − w+

ε
y
)

exp
(
− (x− y)2

4tε
− u+

ε
y
)

dy.

Using the above solution (7.7)–(7.10) of the heat problem (7.4), (7.5), we
find a solution of the problem (7.2), (7.1) by the following lemma.

Lemma 7.1. ( [51, Lemma 4.1]) A solution (uε, vε, wε) of the problem (7.2),
(7.1) is represented in the form

(7.11) uε(x, t) =
u−aε

− + u+aε
+

aε− + aε
+

,

(7.12) vε(x, t) = Vε x(x, t),

(7.13) wε(x, t) = Wε x(x, t),

where

Vε(x, t) = −ε
Bε

Aε

(7.14) =
v−(x− 2u−t)aε

− + v+(x− 2u+t)aε
+ − (v− − v+)

√
tε
π
e−

x2

4tε

aε− + aε
+

,

(7.15) Wε(x, t) = −ε

(
AεCε −B2

ε

A2
ε

)
= −ε

Cε

Aε

+
1

ε

(
Vε

)2

,

where Aε, Bε, Cε are given by formulas (7.7)–(7.10), and

(7.16) Bε(x, t) = −1

ε

(
v−(x−2u−t)aε

−+v+(x−2u+t)aε
+−(v−−v+)

√
tε

π
e−

x2

4tε

)
,

Cε(x, t) =
2t

ε

(
v2
−aε

− + v2
+aε

+

)
+

1

ε2

(
v2
−(x− 2u−t)2aε

− + v2
+(x− 2u+t)2aε

+

)

− 1

ε2

√
tε

π
e−

x2

4tε

(
v2
−(x− 2u−t)− v2

+(x− 2u+t)
)

(7.17) −1

ε

(
w−(x− 2u−t)aε

− + w+(x− 2u+t)aε
+ − (w− − w+)

√
tε

π
e−

x2

4tε

)
.

To solve the Riemann problem (1.17), (7.1), we have to calculate a weak
limit of the solution to the parabolic problem (7.2), (7.1).
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7.2. Weak limit of the solution to the problem (7.2), (7.1). Using
the solution to the parabolic problem (7.2), (7.1) given by (7.11)–(7.17), one
can prove the following theorems.

Theorem 7.1. ( [51, Theorem 5.1.]) Let u+ ≤ u−. If (uε, vε, wε) is a
solution of the parabolic problem (7.2), (7.1) then for t ∈ [0, ∞) we have in
the weak sense

(7.18)

u(x, t) = limε→+0 uε(x, t) = u+ + [u]H(−x + φ(t)),

v(x, t) = limε→+0 vε(x, t) = v+ + [v]H(−x + φ(t))

+e(t)δ(−x + φ(t)),

w(x, t) = limε→+0 wε(x, t) = w+ + [w]H(−x + φ(t))

+g(t)δ(−x + φ(t)) + h(t)δ′(−x + φ(t)),

where

(7.19)

φ(t) = ct = [u2]
[u]

t =
(
u− + u+

)
t,

e(t) =
(
2[uv]− [v]φ̇(t)

)
t = [u](v− + v+)t,

g(t) =
(
2[v2 + uw]− [w]φ̇(t)

)
t

=
(
2[v](v− + v+) + [u](w− + w+)

)
t,

h(t) = [u](v− + v+)2t2.

Moreover,

(7.20) h(t) =
e2(t)

[u]
.

Theorem 7.2. ( [51, Theorem 6.1.]) Let u+ > u−. If (uε, vε, wε) is a
solution of the parabolic problem (7.2), (7.1) then for t ∈ [0, ∞) we have in
the weak sense

(
u(x, t), v(x, t), w(x, t)

)
= lim

ε→+0

(
uε(x, t), vε(x, t), wε(x, t)

)

=





(u−, v−, w−), x ≤ 2u−t,(
x
2t

, 0, 0
)
, 2u−t < x < 2u+t,

(u+, v+, w+), x ≥ 2u+t,

= (u+, v+, w+)
(
1−H(−x + 2u+t)

)
+ (u−, v−, w−)H(−x + 2u−t)

(7.21) +
( x

2t
, 0, 0

)(
H(−x + 2u+t)−H(−x + 2u−t)

)
.

7.3. δ- and δ′-shock in the Riemann problem (1.17), (7.1). Now
we prove that the triple of distributions (7.18) constructed by Theorem 7.1 is
a δ′-shock wave type solution of the Cauchy problem (1.17), (7.1) for u+ ≤ u−.
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Theorem 7.3. ( [51, Theorem 7.1.]) Let u+ ≤ u−. Then for t ∈ [0, ∞),
the Cauchy problem (1.17), (7.1) has a unique generalized δ′-shock wave type
solution (1.19) (see (7.18))

u(x, t) = u+ + [u]H(−x + φ(t)),

v(x, t) = v+ + [v]H(−x + φ(t)) + e(t)δ(−x + φ(t)),

w(x, t) = w+ + [w]H(−x + φ(t)) + g(t)δ(−x + φ(t))

+h(t)δ′(−x + φ(t)),

which satisfies the integral identities (5.2):

(7.22)

∫ ∞

0

∫ (
u(x, t)ϕt + u2(x, t)ϕx

)
dx dt +

∫
u0(x)ϕ(x, 0) dx = 0,

∫ ∞

0

∫ (
v̂(x, t)ϕt + 2u(x, t)v̂(x, t)ϕx

)
dx dt

+

∫

Γ

e(t)
∂ϕ(x, t)

∂l
dl +

∫
v̂0(x)ϕ(x, 0) dx = 0,

∫ ∞

0

∫ (
ŵ(x, t)ϕt + 2

(
v̂2(x, t) + u(x, t)ŵ(x, t)

)
ϕx

)
dx dt

+

∫

Γ

g(t)
∂ϕ(x, t)

∂l
dl +

∫

Γ

h(x, t)
∂ϕx(x, t)

∂l
dl

+

∫

Γ

∂e2(x,t)
∂l

[u]
ϕx(x, t) dl +

∫
ŵ0(x)ϕ(x, 0) dx = 0,

for all ϕ(x, t) ∈ D(R × [0, ∞)), where e(t), g(t), h(t) are given by (7.19).
Here Γ = {(x, t) : x = φ(t) = ct, t ≥ 0}, v̂(x, t) = v+ + [v]H(−x + φ(t)),
ŵ(x, t) = w+ + [w]H(−x + φ(t)), and (see (2.5))

∫

Γ

e(x, t)
∂ϕ(x, t)

∂l
dl =

∫ ∞

0

e(t)
dϕ(φ(t), t)

dt
dt,

∫

Γ

g(x, t)
∂ϕ(x, t)

∂l
dl =

∫ ∞

0

g(t)
dϕ(φ(t), t)

dt
dt,

∫

Γ

h(x, t)
∂ϕx(x, t)

∂l
dl =

∫ ∞

0

h(t)
dϕx(φ(t), t)

dt
dt,

∫

Γ

∂e2(x,t)
∂l

− h(x, t)∂[u(x,t)]
∂l

[u(x, t)]
ϕx(x, t) dl =

∫ ∞

0

de2(t)
dt

[u]
ϕx(φ(t), t) dt.

Moreover, for this solution the admissibility condition (6.6) holds.

Proof. Let Ω ⊂ R × [0,∞) be some region and suppose that the curve
Γ = {(x, t) : x = φ(t) = ct, t ≥ 0} cuts it into a left- and right-hand parts

Ω± = {(x, t) : ±(x−ct) > 0}. Let n = (ν1, ν2) = (1,−φ̇(t))√
1+(φ̇(t))2

= (1,−c)√
1+c2

be the unit

normal to the curve Γ pointing from Ω− into Ω+, and let l = (−ν2, ν1) = (c,1)√
1+c2

be the tangential vector to Γ (see (1.4)).
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Choosing a test function ϕ(x, t) with support in Ω, we deduce that the
left-hand side of the first relation in (7.22) is transformed to the form

∫ ∞

0

∫ (
u(x, t)ϕt + u2(x, t)ϕx

)
dx dt +

∫
u0(x)ϕ(x, 0) dx

=

∫ ∫

Ω−

(
u−ϕt + u2

−ϕx

)
dx dt +

∫ ∫

Ω+

(
u+ϕt + u2

+ϕx

)
dx dt

(7.23) +

∫ 0

−∞
u0(x)ϕ(x, 0) dx +

∫ ∞

0

u0(x)ϕ(x, 0) dx.

Next, integrating by parts and taking into account that dx
dt

= −ν2

ν1
= −c and

ν1dl = dt, we obtain∫ ∫

Ω±

(
u±ϕt + u2

±ϕx

)
dx dt

= ∓
∫

Γ

(
ν2u± + ν1u

2
±
)
ϕdl ∓

∫ ±∞

0

u0(x)ϕ(x, 0) dx

(7.24) = ∓
∫ ∞

0

(− cu± + u2
±
)
ϕ(ct, t) dt∓

∫ ±∞

0

u0(x)ϕ(x, 0) dx.

Since according to the first equation in (7.19) φ̇(t) = c = [u2]
[u]

, relations (7.23),

(7.24) imply
∫ ∞

0

∫ (
u(x, t)ϕt + u2(x, t)ϕx

)
dx dt +

∫
u0(x)ϕ(x, 0) dx

(7.25) =

∫ ∞

0

(− c[u] + [u2]
)
ϕ(ct, t) dt = 0.

Thus the first identity in (7.22) holds.
Applying the above calculations to the left-hand side of the second relation

in (7.22), we obtain
∫ ∞

0

∫ (
v̂(x, t)ϕt + 2u(x, t)v̂(x, t)ϕx

)
dx dt +

∫
v̂0(x)ϕ(x, 0) dx

=

∫

Γ

(
ν2v− + ν12u−v−

)
ϕdl −

∫

Γ

(
ν2v+ + ν12u+v+

)
ϕdl

(7.26) =

∫

Γ

(
ν2[v] + ν12[uv]

)
ϕdl =

∫ ∞

0

(− c[v] + 2[uv]
)
ϕ(ct, t) dt.

Since integrating by parts, we have
∫ ∞

0

t
dϕ(ct, t)

dt
dt = −

∫ ∞

0

ϕ(ct, t) dt,
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in view of the second equation in (7.19) and (2.5), we deduce that
∫ ∞

0

∫ (
v̂(x, t)ϕt + 2u(x, t)v̂(x, t)ϕx

)
dx dt +

∫
v̂0(x)ϕ(x, 0) dx

=

∫ ∞

0

(− c[v] + 2[uv]
)
ϕ(ct, t) dt = −

∫ ∞

0

(− c[v] + 2[uv]
)
t
dϕ(ct, t)

dt
dt

= −
∫ ∞

0

e(t)
dϕ(ct, t)

dt
dt = −

∫

Γ

e(t)
∂ϕ(x, t)

∂l
dl.

By substituting the last relation into the left-hand side of the second relation
in (7.22), we see that the second identity in (7.22) holds.

Now, applying the above calculations to the left-hand side of the third
relation in (7.22), we obtain

∫ ∞

0

∫ (
ŵ(x, t)ϕt + 2

(
v̂2(x, t) + u(x, t)ŵ(x, t)

)
ϕx

)
dx dt

+

∫
ŵ0(x)ϕ(x, 0) dx = −

∫ ∞

0

g(t)
dϕ(ct, t)

dt
dt = −

∫

Γ

g(t)
∂ϕ(x, t)

∂l
dl,

where, according to (7.19), g(t) =
(
2[v2 + uw]− [w] [u

2]
[u]

)
t. Thus,

∫ ∞

0

∫ (
ŵ(x, t)ϕt + 2

(
v̂2(x, t) + u(x, t)ŵ(x, t)

)
ϕx

)
dx dt

(7.27) +

∫
ŵ0(x)ϕ(x, 0) dx +

∫

Γ

g(t)
∂ϕ(x, t)

∂l
dl = 0.

According to (7.19), (7.20), e(t) = [u](v− + v+)t, h(t) = e2(t)
[u]

= [u](v− +

v+)2t2. Consequently, taking into account that [u] is a constant and integrating
by parts, we have

∫ ∞

0

h(t)
dϕx(ct, t)

dt
dt =

∫ ∞

0

[u](v− + v+)2t2
dϕx(ct, t)

dt
dt

= −
∫ ∞

0

2[u](v− + v+)2tϕx(ct, t) dt = −
∫ ∞

0

de2(t)
dt

[u]
ϕx(ct, t) dt,

i.e., in view of (2.5),

(7.28)

∫

Γ

h(x, t)
∂ϕx(x, t)

∂l
dl +

∫

Γ

∂e2(x,t)
∂l

[u]
ϕx(x, t) dl = 0.

By summing (7.27) and (7.28), we deduce that the third identity in (7.22)
holds.

The proof is complete. ¤
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Note that the functions in system (7.19) which determine the trajectory x =
φ(t) of the δ′-shock wave and the coefficients e(t), g(t), h(t) of the singularities
constitute a solution to the system of the Rankine–Hugoniot conditions for
δ′-shock (5.3)–(5.6).

If u+ ≤ u−, it follows from Theorems 7.1, 7.3 that c = u+ + u− = φ̇(t) and
x = φ(t) = ct are the velocity of motion and the trajectory of a δ′-shock wave,
respectively. Moreover, Theorems 7.1, 7.3 imply the following statements.

Corollary 7.1. ( [51, Corollary 7.1.]) Let u+ < u−. The Riemann
problem (1.17), (7.1) has

(a.1) a classical shock-solution (1.19) of the form

(7.29)
u(x, t) = u+ + [u]H(−x + φ(t)),
v(x, t) = v+ + [v]H(−x + φ(t)),
w(x, t) = w+ + [w]H(−x + φ(t)),

if and only if v− + v+ = 0 and w− + w+ = 0;
(a.2) a δ-shock solution (1.19) of the form

(7.30)
u(x, t) = u+ + [u]H(−x + φ(t)),
v(x, t) = v+ + [v]H(−x + φ(t)),
w(x, t) = w+ + [w]H(−x + φ(t)) + [u](w− + w+)tδ(−x + φ(t)).

if v− + v+ = 0 and w− + w+ 6= 0, or

(7.31)
u(x, t) = u0,
v(x, t) = v+ + [v]H(−x + φ0(t)),
w(x, t) = w+ + [w]H(−x + φ0(t)) + 2[v2]tδ(−x + φ0(t)),

if u+ = u− = u0, where φ0(t) = 2u0t;
(a.3) a δ′-shock wave type solution (1.19) only if v−+v+ 6= 0, w−+w+ 6= 0.

Proof. Let u+ < u−. In this case, according to (1.19), (7.18), and (7.19),
the Riemann problem (1.17), (7.1) has a classical shock-solution (7.29) if and
only if v− + v+ = 0, w− + w+ = 0.

If v− + v+ = 0, w− + w+ 6= 0, in view of (7.19), the Riemann problem has
a δ-shock wave type solution (1.19) of the form (7.30).

According to (7.19), the Riemann problem (1.17), (7.1) has a δ′-shock wave
type solution (1.19) (see (7.18)) only if v− + v+ 6= 0, w− + w+ 6= 0.

Let u+ = u− = u0. In this case the Riemann problem (1.17), (7.1) has a
δ-shock wave type solution (1.19) of the form (7.31)), where φ0(t) = 2u0t. Here
x = φ0(t) = 2u0t is a characteristic line of the first equation ut +

(
u2

)
x

= 0 in
system (1.17) issued from (0, 0). ¤

7.4. Vacuum states in a solution of the Riemann problem (1.17),
(7.1). Now we consider the case u+ > u−. Substituting the triple of distribu-
tions (7.21) constructed by Theorem 7.2 into the left-hand side of (7.22), it is
easy to prove the following assertion.
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Theorem 7.4. ( [51, Theorem 7.2.]) Let u+ > u−. Then for t ∈ [0, ∞)
the triple of distributions (7.21)

(
u(x, t), v(x, t), w(x, t)

)
=





(u−, v−, w−), x ≤ 2u−t,(
x
2t

, 0, 0
)
, 2u−t < x < 2u+t,

(u+, v+, w+), x ≥ 2u+t,

is a unique generalized solution of the Cauchy problem (1.17), (7.1), which
satisfies the integral identities (7.22), where v̂(x, t) = v(x, t), ŵ(x, t) = w(x, t),
and e(t) ≡ 0, g(t) ≡ 0, h(t) ≡ 0.

Here the first component u of the solution (7.21) is a rarefaction wave, while
the second component v and the third component w contain the intermediate
vacuum states v = 0 and w = 0.

8. Geometrical and physical aspects of singular solutions

8.1. δ-Shocks. The case of system (1.7). For a δ-shock wave type
solution classical conservation laws (1.6) do not hold. However, there is a
“generalized” analog of conservation laws (1.6).

Denote by

(8.1)

Su(t) =
∫ φ(t)

−∞ u(x, t) dx +
∫ +∞

φ(t)
u(x, t) dx,

Sv(t) =
∫ φ(t)

−∞ v(x, t) dx +
∫ +∞

φ(t)
v(x, t) dx,

Su(0) =
∫ 0

−∞ u0(x) dx +
∫ +∞

0
u0(x) dx,

Sv(0) =
∫ 0

−∞ v0(x) dx +
∫ +∞
0

v0(x) dx,

the areas under the graphs y = u(x, t), y = v̂(x, t), and y = u0(x), y = v̂0(x),
respectively, where x = φ(t) is a line in the upper half-plane {(x, t) : x ∈
R, t ∈ [0,∞)} issued from φ(0) = 0.

Theorem 8.1. ( [2], [49]) Let (u, v) be a δ-shock wave type solution of the
Cauchy problem (1.7) with δ-shock initial data (2.1), where v(x, t) = v̂(x, t) +
e(t)δ(Γ), Γ = {(x, t) : x = φ(t)} is the discontinuity curve, and u(x, t), v̂(x, t)
are compactly supported functions with respect to x (see Definition 2.1). Then
the following balance relations hold:

(8.2)
Ṡu(t) = 0,

Ṡv(t) = −ė(t) = −
(
[G(u, v)]− [v] [F (u,v)]

[u]

)∣∣∣
x=φ(t)

,



SINGULAR SOLUTIONS TO SYSTEMS OF CONSERVATION LAWS 43

where Su(t), Sv(t) are given by (8.1), and ė(t) is the Rankine–Hugoniot deficit
(2.7). Thus,

(8.3)

∫ φ(t)

−∞
u(x, t) dx +

∫ +∞

φ(t)

u(x, t) dx

=

∫ 0

−∞
u0(x) dx +

∫ +∞

0

u0(x) dx,

∫ φ(t)

−∞
v(x, t) dx +

∫ +∞

φ(t)

v(x, t) dx + e(t)

=

∫ 0

−∞
v0(x) dx +

∫ +∞

0

v0(x) dx + e0,

where e0 is the initial amplitude of the δ-function in the component v.

Proof. Let v± = limx→φ(t)±0 v(x, t) denote the right- and left-hand side
values of v(x, t) on the curve Γ. Differentiating the second relation (8.1) and
using the second equation of the system (1.7), we obtain

Ṡv(t) = v−φ̇(t)− v+φ̇(t) +

∫ φ(t)

−∞
vt(x, t) dx +

∫ +∞

φ(t)

vt(x, t) dx

= [v]
∣∣∣
x=φ(t)

φ̇(t)−
∫ φ(t)

−∞

(
G(u, v)

)
x
dx−

∫ +∞

φ(t)

(
G(u, v)

)
x
dx

= [v]
∣∣∣
x=φ(t)

φ̇(t)− [G(u, v)]
∣∣∣
x=φ(t)

+G
(
u(−∞, t), v(−∞, t)

)−G
(
u(+∞, t), v(+∞, t)

)
.

Since G
(
u(−∞, t), v(−∞, t)

)
= G

(
u(+∞, t), v(+∞, t)

)
= G(0, 0), using the

Rankine–Hugoniot conditions (2.7), we obtain

Ṡv(t) =

(
[v]

[F (u, v)]

[u]

∣∣∣
x=φ(t)

− [G(u, v)]

)∣∣∣∣
x=φ(t)

.

Thus the second relation (8.2) holds.
The proof of the first relation (8.2) is carried out in the same way. This

relation is the well-known conservation law (1.6) for a L1 ∩ L∞-generalized
solution.

Integrating expressions (8.2), we obtain (8.3). ¤

From the second relation (8.3), we can see that the meaning of the ampli-
tude e(t) of the δ function is the “area” of the discontinuity curve. Moreover,
the “total area” Sv(t) + e(t) is independent of time.



44 V. M. SHELKOVICH

8.2. δ-Shocks. The case of system (1.8). Let

(8.4)
Suv(t) =

∫ φ(t)

−∞ u(x, t)v(x, t) dx +
∫ +∞

φ(t)
u(x, t)v(x, t) dx,

Suv(0) =
∫ 0

−∞ u0(x)v0(x) dx +
∫ +∞
0

u0(x)v0(x) dx,

be the areas under the graphs y = u(x, t)v̂(x, t), and y = u0(x)v̂0(x), respec-
tively, where x = φ(t) is a curve in the upper half-plane {(x, t) : x ∈ R, t ∈
[0,∞)} issued from φ(0) = 0.

Theorem 8.2. ( [2], [49]) Let (u, v) be a δ-shock wave type solution of
the Cauchy problem (1.8) with the δ- shock initial data (2.10), where v(x, t) =
v̂(x, t)+ e(t)δ(Γ), Γ = {(x, t) : x = φ(t)} is a discontinuity curve, and u(x, t),
v̂(x, t) are compactly supported functions with respect to x (see Definition 2.2).
Then the following balance relations hold:

(8.5)

Ṡv(t) = −ė(t) = −
(
[G(u, v)]− [v] [F (u,v)]

[u]

)∣∣∣
x=φ(t)

,

Ṡuv(t) = −d
(

e(t)φ̇(t)
)

dt
= −

(
[H(u, v)]− [uv]φ̇(t)

)∣∣∣
x=φ(t)

,

where Sv(t), Suv(t) are given by (8.1), (8.4), and the Rankine–Hugoniot deficits

ė(t),
d
(

e(t)φ̇(t)
)

dt
are given by (2.13). Thus,

(8.6)

∫ φ(t)

−∞
v(x, t) dx +

∫ +∞

φ(t)

v(x, t) dx + e(t)

=

∫ 0

−∞
v0(x) dx +

∫ +∞

0

v0(x) dx + e0,

∫ φ(t)

−∞
u(x, t)v(x, t) dx +

∫ +∞

φ(t)

u(x, t)v(x, t) dx + e(t)φ̇(t)

=

∫ 0

−∞
u0(x)v0(x) dx +

∫ +∞

0

u0(x)v0(x) dx + e0φ̇(0),

where e0 is the initial amplitude of the δ-function in the component v, φ̇(0) is
the initial velocity of the δ-shock.

According to Theorem 8.2, the “total areas” Sv(t)+e(t) and Suv(t)+e(t)φ̇(t)
are independent of time.

Relations (8.2), (8.3) and (8.5), (8.6) not only express δ-shock conservation
laws but show that the “area” transportation processes between the areas under
the graphs y = v̂(x, t) and y = u(x, t)v̂(x, t), and the δ-shock wave front Γ take
place.

8.3. Zero-pressure gas dynamics (1.10). One-dimensional zero- pres-
sure gas dynamics (1.10) is a particular case of system (1.8), where G(u, v) =
uv, H(u, v) = vu2. Here v(x, t) ≥ 0 is the density and u(x, t) is the velocity.
The areas Sv(t) = M(t) and Suv(t) = P (t) can be considered as mass and
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momentum, respectively, except for the discontinuity trajectory x = φ(t). In
this case, Theorem 8.2 implies the following corollary.

Corollary 8.1. ( [2]) Let (u, v) be a δ-shock wave type solution of the
“zero-pressure gas dynamics” system (1.10) with the δ-shock initial data (2.10),
where v(x, t) = v̂(x, t) + e(t)δ(Γ), Γ = {(x, t) : x = φ(t)} is a discontinuity
curve, and u(x, t), v̂(x, t) are compactly supported functions with respect to x.
Then we have the following mass and momentum balance relations

(8.7) ė(t) = −Ṁ(t) > 0,
d
(
e(t)φ̇(t)

)

dt
= −Ṗ (t),

and

(8.8)
M(t) + e(t) = M(0) + e0,

P (t) + e(t)φ̇(t) = P (0) + e0φ(0),

where M(0) = Sv(0) and P (0) = Suv(0) are initial mass and momentum,
respectively.

The latter system can be rewritten as

φ̇(t) =
P (0) + e0φ(0)− P (t)

M(0) + e0 −M(t)
,

e(t) = M(0) + e0 −M(t),

In the special case of the initial data M(0) = −e0, P (0) = −e0φ(0) we can
readily see that the discontinuity point x = φ(t) moves at the velocity

φ̇(t) =
P (t)

M(t)
=

∫
x6=φ(t)

u(x, t)v(x, t) dx∫
x6=φ(t)

v(x, t) dx
,

i.e., in such a way as if the total mass were concentrated at the point x = φ(t).
Thus the point x = φ(t) can be considered, in a sense, as the system barycenter.

In view of inequality (8.7), in the case of “zero-pressure gas dynamics”
mass transportation from area Sv(t) to the discontinuity curve x = φ(t) takes
place. Thus the transportation process is a concentration process.

8.4. δ′-Shocks. The case of system (1.16). First, we recall our results
from [39, 3.3.] and then derive an analog of the balance relations (1.6), (8.2),
(8.3) for δ′-shocks.

Denote by

(8.9)
Sw(t) =

∫ φ(t)

−∞ w(x, t) dx +
∫ +∞

φ(t)
w(x, t) dx,

Sw(0) =
∫ 0

−∞ w0(x) dx +
∫ +∞
0

w0(x) dx

the areas under the graphs y = ŵ(x, t) and y = ŵ0(x), respectively, where
x = φ(t) is a line in the upper half-plane {(x, t) : x ∈ R, t ∈ [0,∞)} issued
from φ(0) = 0.
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Repeating the proof of Theorem 8.1 almost word for word, we derive the
following assertion.

Theorem 8.3. ( [39, 3.3.]) Let (u, v, w) be a δ′-shock wave type solution
of the Cauchy problem (1.16) with the δ′-shock wave type initial data, where
v(x, t) = v̂(x, t) + e(t)δ(Γ), w(x, t) = ŵ(x, t) + g(x, t)δ(Γ) + h(x, t)δ′(Γ),
Γ = {(x, t) : x = φ(t)} is the discontinuity curve, and u(x, t), v̂(x, t), ŵ(x, t)
are compactly supported functions with respect to x (see Definition 5.1). Then
the following balance relations hold:

(8.10)

Ṡu(t) = 0,

Ṡv(t) = −ė(t) = −
(
[f ′(u)v)]− [v] [f(u)]

[u]

)∣∣∣
x=φ(t)

,

Ṡw(t) = −ġ(t) = −
(
[f ′′(u)v2 + f ′(u)w]− [w] [f(u)]

[u]

)∣∣∣
x=φ(t)

,

where Su(t), Sv(t), Sw(t) are given by (8.1), (8.9), and the first Rankine–
Hugoniot deficits ė(t), ġ(t) are given by (5.4), (5.5). Thus

(8.11)

∫ φ(t)

−∞
u(x, t) dx +

∫ +∞

φ(t)

u(x, t) dx

=

∫ 0

−∞
u0(x) dx +

∫ +∞

0

u0(x) dx,

∫ φ(t)

−∞
v(x, t) dx +

∫ +∞

φ(t)

v(x, t) dx + e(t)

=

∫ 0

−∞
v0(x) dx +

∫ +∞

0

v0(x) dx + e0,

∫ φ(t)

−∞
w(x, t) dx +

∫ +∞

φ(t)

w(x, t) dx + g(t)

=

∫ 0

−∞
w0(x) dx +

∫ +∞

0

w0(x) dx + g0,

where e0 and g0 are the initial amplitudes of the δ-functions in components v
and w, respectively.

From relations (8.11), we see that the amplitudes e(t) and g(t) of the δ
functions in v and w can be interpreted as “areas” of the discontinuity curve.
Moreover, the “total areas” Sv(t) + e(t) and Sw(t) + g(t) are independent of
time.

Remark 8.1. The most unexpected result obtained by Theorem 8.3 is
the fact that the “area” balance relation for w is independent of the second
Rankine-Hugoniot deficit (5.6).
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9. Algebraic aspects of singular solutions

9.1. The problem of multiplication of distributions. As was already
mentioned above in 1.4, to introduce singular solutions to a nonlinear system,
we need to solve the problem of multiplication of distributions. One of the ap-
proaches to this problem is the theory of nonconservative product [6], [28], [29],
[30]. This approach generalizes the concept of Volpert’s averaged superposi-
tion [56]. In [6], a general framework for the nonconservative product

(9.1) g(u)
du

dx

was introduced, where g : Rn → Rn is a locally bounded Borel function, and
u : (a, b) → Rn is a discontinuous function of bounded variation.

This approach can be used to solve the Cauchy problems for nonlinear
hyperbolic systems in non-conservative form. In [28], to construct a δ-shock
wave type solution of the system (1.9) for the case g(u) = f ′(u), the problem
of multiplication of distributions is solved by using the nonconservative prod-
uct. However, in the framework of this approach, the notion of a generalized
solution depends on the specific family of paths, which can not be derived from
the hyperbolic system only.

Another approach is the Colombeau theory. Applications of this approach
are described in many papers and books (see, for example, [18], [37], [38]).

9.2. Flux-functions singularities. Now we show that singular solutions
to systems of conservation laws generate algebraic relations between their dis-
tributional components. These algebraic relations can be derived from the
hyperbolic system only.

It seems natural to introduce the product of the Heaviside function and
the delta function as the weak limit of the product of their regularizations.

Let δ(x, ε) = 1
ε
ωδ

(
x
ε

)
be the regularization of the delta function (6.4), and

H(x, ε) = ω0

(
x
ε

)
=

∫ x
ε

−∞ ω(η) dη, be the corresponding regularization of the

Heaviside function (3.7), x ∈ R. Since the function ωδ(η)ω0(η) decreases
sufficiently rapidly as |η| → ∞, we have

〈1

ε
ωδ

( ·
ε

)
ω0

( ·
ε

)
, ψ(·)

〉
=

∫
ωδ(η)ω0(η)ψ(εη) dη

= Aψ(0) + O(ε), ε → +0, ∀ ψ(x) ∈ D(R).

Thus one can define the product as

(9.2)
︷ ︸︸ ︷
H(x)δ(x)

def
= lim

ε→+0
H(x, ε)δ(x, ε) = Aδ(x),

where A = A(ω0, ωδ) =
∫

ω0(η)ωδ(η) dη. The product (9.2) defined in this way
depends on the mollifiers ω, ωδ, i.e., on the regularizations of the distributions
H(x), δ(x).
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In a similar way, we can introduce the singular superpositions for flux-
functions F (u, v), G(u, v), H(u, v) associated with systems (1.7), (1.8). Let
u(x, t, ε), v(x, t, ε) be the regularizations of the distributions u(x, t), v(x, t) in
(1.13). Then we define singular superpositions by the following definition:

︷ ︸︸ ︷
F (u, v)

def
= limε→+0 F (u(x, t, ε), v(x, t, ε)),︷ ︸︸ ︷

G(u, v)
def
= limε→+0 G(u(x, t, ε), v(x, t, ε)),︷ ︸︸ ︷

H(u, v)
def
= limε→+0 H(u(x, t, ε), v(x, t, ε)),

if the limits exist in the weak sense. Similarly we can introduce singular su-

perpositions for the flux-functions
︷ ︸︸ ︷
f ′(u)v,

︷ ︸︸ ︷
f ′′(u)v2 + f ′(u)w associated with

system (1.16).
It is easy to see that these singular superpositions either depend on the

regularizations of the distributions H, δ, δ′ or do not exist in the sense of
distributions (see [2], [12], [13], [39], [50]). This fact implies that the above
introduced singular superpositions are not unique.

However, in the context of constructing δ- and δ′-shock solutions to the
Cauchy problems we can define explicit formulas for the “right” unique singular
superpositions.

Theorem 9.1. Let (u, v) be a δ-shock type solution (1.13) to the Cauchy
problem (1.7), (1.11), and let (uε, vε) be its weak asymptotic solution (see Def-
inition 3.1). Then for t ∈ [0, T ) we can define the explicit formulas for the
“right” singular superpositions:

(9.3) F (u, v)
def
= lim

ε→+0
F (uε, vε) = F (u+, v+) + [F (u, v)]H(−x + φ(t)),

G(u, v)
def
= lim

ε→+0
G(uε, vε)

(9.4) = G(u+, v+) + [G(u, v)]H(−x + φ(t)) + e(t)φ̇(t)δ(−x + φ(t)),

where the limits are understood in the weak sense.

Proof. Let (uε(x, t), vε(x, t)) be a weak asymptotic solution to the Cauchy
problem (1.7), (1.11). In view of (3.1), we have

(9.5) uε t +
(
F (uε, vε)

)
x

= oD′(1), vε t +
(
G(uε, vε)

)
x

= oD′(1), ε → +0.

Moreover, relations (6.2) hold, where (u(x, t), v(x, t)) is a δ-shock wave type
solution (1.13) of the Cauchy problem (1.7), (1.11).

By definition, the “right” singular superpositions are defined as the weak
limits

(9.6) F (u, v)
def
= lim

ε→+0
F (uε, vε), G(u, v)

def
= lim

ε→+0
G(uε, vε),

where the pair of distributions (u, v) is given by (1.13).
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Next, according to (9.5), (6.2), we have

(9.7)
lim

ε→+0
〈uε t, ϕ〉+ lim

ε→+0

〈(
F (uε, vε)

)
x
, ϕ

〉
= lim

ε→+0

〈
oD′(1), ϕ

〉
= 0,

lim
ε→+0

〈vε t, ϕ〉+ lim
ε→+0

〈(
G(uε, vε)

)
x
, ϕ

〉
= lim

ε→+0
〈oD′(1), ϕ〉 = 0,

for all ϕ ∈ D(R× [0,∞)). Thus (9.7), (9.6) imply

(9.8)

〈(
F (u, v)

)
x
, ϕ

〉
= limε→+0

〈(
F (uε, vε)

)
x
, ϕ

〉
= −〈ut, ϕ〉,〈(

G(u, v)
)

x
, ϕ

〉
= limε→+0

〈(
G(uε, vε)

)
x
, ϕ

〉
= −〈vt, ϕ〉,

for all ϕ(x, t) ∈ D(R × [0, ∞)). Since u, v are distributions, the
(
F (u, v)

)
x
,(

G(u, v)
)

x
are distributions as well.

Using (9.8) and (1.13), we obtain in the weak sense(
F (u, v)

)
x

= −ut = −(
u+ + [u]H(−x + φ(t))

)
t

(9.9) = −u+t − [ut]H(−x + φ(t))− [u]φ̇(t)δ(−x + φ(t)),(
G(u, v)

)
x

= −vt = −(
v+ + [v]H(−x + φ(t)) + e(t)δ(−x + φ(t))

)
t

= −v+t − [vt]H(−x + φ(t))

(9.10) −(
[v]φ̇(t) + ė(t)

)
δ(−x + φ(t))− e(t)φ̇(t)δ′(−x + φ(t)).

Taking into account that

(9.11) u± t +
(
F (u±, v±)

)
x

= 0, v± t +
(
G(u±, v±)

)
x

= 0

for ±x > ±φ(t), and substituting (9.11) into (9.9), (9.10), we derive(
F (u, v)

)
x

=
(
F (u+, v+)

)
x

+
(
[F (u, v)]H(−x + φ(t))

)
x

+
(
[F (u, v)]− [u]φ̇(t)

)
δ(−x + φ(t)),(

G(u, v)
)

x
=

(
G(u+, v+)

)
x

+
(
[G(u, v)]H(−x + φ(t))

)
x

+
(
[G(u, v)]− [v]φ̇(t)− ė(t)

)
δ(−x + φ(t))− e(t)φ̇(t)δ′(−x + φ(t)).

Integrating the last relations with respect to x, we have

F (u, v) = F (u+, v+) + [F (u, v)]H(−x + φ(t))

(9.12) −(
[F (u, v)]− [u]φ̇(t)

)∣∣
x=φ(t)

H(−x + φ(t)) + C1(t),

G(u, v) = G(u+, v+) + [G(u, v)]H(−x + φ(t))

−(
[G(u, v)]− [v]φ̇(t)− ė(t)

)∣∣
x=φ(t)

H(−x + φ(t))

(9.13) +e(t)φ̇(t)δ(−x + φ(t)) + C2(t),

where C1(t), C2(t) are functions.
Taking into account that

(9.14)
lim

ε→+0
F (uε(x, t), vε(x, t)) = F (u±, v±),

lim
ε→+0

G(uε(x, t), vε(x, t)) = G(u±, v±), ±x > ±φ(t),
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and using the Rankine–Hugoniot conditions for δ-shocks (2.7), we conclude
that (9.12), (9.13) imply C1(t) = C2(t) = 0 and the fact that relations (9.3)
and (9.4) hold. ¤

In fact, for some particular cases of the Cauchy problems (1.9), (1.11) and
(1.15), (1.11) Theorem 9.1 was proved directly, in the context of constructing
δ-shock type solutions, in [2], [13], [49], i.e., flux-functions were constructed.
Using relations (3.37), (3.38), one can directly construct flux-functions for the
case of the Cauchy problem (3.23), (1.11).

Theorem 9.2. Let (u, v) be a δ-shock type solution (1.13) of the Cauchy
problem (1.10), (1.11), (1.12), and let (uε, vε) be its weak asymptotic solution
(see Definition 3.1). Then for t ∈ [0, T ) we can define the explicit formulas
for the “right” singular superpositions:

(9.15) uv
def
= lim

ε→+0
uεvε = u+v+ + [uv]H(−x + φ(t)) + e(t)φ̇(t)δ(−x + φ(t)),

(9.16) u2v
def
= lim

ε→+0
u2

εvε = u2
+v++[u2v]H(−x+φ(t))+e(t)

(
φ̇(t)

)2
δ(−x+φ(t)),

where the limits are understood in the weak sense.

Proof. Let (uε(x, t), vε(x, t)) be a weak asymptotic solution of the Cauchy
problem (1.10), (1.11), (1.12). Then in view of (3.1), we have

(9.17) vε t +
(
uεvε

)
x

= oD′(1),
(
uεvε

)
t
+

(
u2

εvε

)
x

= oD′(1), ε → +0.

Moreover, relations (6.2) hold, where (u(x, t), v(x, t)) is a δ-shock wave type
solution (1.13) of the Cauchy problem (1.10), (1.11), (1.12).

By Theorem 9.1, relation (9.15) holds.
Next, repeating the proof of Theorem 9.1, and using the second equation

in (9.17) and relation (9.15), we obtain
〈(

u2v
)

x
, ϕ

〉
= lim

ε→+0

〈(
u2

εvε

)
x
, ϕ

〉
= − lim

ε→+0

〈
(uεvε)t, ϕ

〉
= −〈

(uv)t, ϕ
〉

= −
〈
(u+v+)t + [(uv)t]H(−x + φ(t)) + [uv]φ̇(t)δ(−x + φ(t))

(9.18) +
d

dt

(
e(t)φ̇(t)

)
δ(−x + φ(t)) + e(t)

(
φ̇(t)

)2
δ′(−x + φ(t)), ϕ

〉
,

for all ϕ ∈ D(R × [0, ∞)). Since the term uv given by relation (9.15) is a
distribution, the term u2v is a distribution as well.

Taking into account that

(9.19) v± t +
(
u±v±

)
x

= 0, (u±v±)t +
(
u2
±v±)

)
x

= 0

for ±x > ±φ(t), and substituting the second relation from (9.19) into (9.18),
we have

(
u2v

)
x

=
(
u2

+v+

)
x

+
(
[u2v]H(−x + φ(t))

)
x
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+
(
[u2v]− [uv]φ̇(t)− d

dt

(
e(t)φ̇(t)

))
δ(−x + φ(t))

−e(t)
(
φ̇(t)

)2
δ′(−x + φ(t)).

Integrating the last relations with respect to x, we have

u2v = u2
+v+ + [u2v]H(−x + φ(t))

−
(
[u2v] + [uv]φ̇(t)− d

dt

(
e(t)φ̇(t)

))|x=φ(t)H(−x + φ(t))

(9.20) +e(t)
(
φ̇(t)

)2
δ(−x + φ(t)) + C(t),

where C(t) is a function.
Taking into account that limε→+0 u2

εvε = u2
±v± for ±x > ±φ(t), and using

the Rankine–Hugoniot conditions for δ-shocks (2.16), we conclude that (9.20)
implies C(t) = 0 and the fact that relation (9.16) holds. ¤

Theorem 9.2 can be proved by using the weak asymptotic solution of the
Cauchy problem (1.10), (1.11), (1.12) constructed in [12].

Theorem 9.3. Let (u, v) be a δ-shock type solution (1.13) of the Cauchy
problem (1.8), (1.11), (1.12), and let (uε, vε) be its weak asymptotic solution
(see Definition 3.1). Then for t ∈ [0, T ) we can define the explicit formulas
for the “right” singular superpositions:

G(u, v)
def
= lim

ε→+0
G(uε, vε)

(9.21) = G(u+, v+) + [G(u, v)]H(−x + φ(t)) + e(t)φ̇(t)δ(−x + φ(t)),

H(u, v)
def
= lim

ε→+0
H(uε, vε)

(9.22) = H(u+, v+) + [H(u, v)]H(−x + φ(t)) + e(t)
(
φ̇(t)

)2
δ(−x + φ(t)),

where the limits are understood in the weak sense.

Proof. By Theorem 9.1, relation (9.21) holds. Note that only the first
and second terms in the right-hand side of relation (9.21) depend on the non-
linearity G(u, v). The third term containing a δ-singularity is independent of
G(u, v). Thus we have, in particular,

(9.23) uv
def
= lim

ε→+0
uεvε = u+v+ + [uv]H(−x + φ(t)) + e(t)φ̇(t)δ(−x + φ(t)).

The latter relation coincides with relation (9.15) proved by Theorem 9.2.
It remains to point out that differentiating relation (9.23) with respect to

t, and repeating the proof of Theorem 9.2 almost word for word, we derive
relation (9.22). ¤
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Theorem 9.4. Let (u, v, w) be a δ′-shock type solution (1.19) of the Cauchy
problem (1.16), (1.18), and let (uε, vε, wε) be its weak asymptotic solution (see
Definition 6.1). Then for t ∈ [0, T ) we can define the explicit formulas for the
“right” singular superpositions:

(9.24) f(u)
def
= lim

ε→+0
f(uε) = f(u+) + [f(u)]H(−x + φ(t)),

f ′(u)v
def
= lim

ε→+0

(
f ′(uε)vε

)

(9.25) = f ′(u+)v+ + [f ′(u)v]H(−x + φ(t)) + e(t)φ̇(t)δ(−x + φ(t)),

f ′′(u)v2 + f ′(u)w
def
= lim

ε→+0

(
f ′′(uε)v

2
ε + f ′(uε)wε

)

= f ′′(u+)v2
+ + f ′(u+)w+ + [f ′′(u)v2 + f ′(u)w]H(−x + φ(t))

(9.26) +
(
g(t)φ̇(t) + ḣ(t)

)
δ(−x + φ(t)) + h(t)φ̇(t)δ′(−x + φ(t)),

where the limits are understood in the weak sense.

Proof. Let (uε(x, t), vε(x, t)) be a weak asymptotic solution of the Cauchy
problem (1.16), (1.18). In view of (3.1), we have

(9.27)

uε t +
(
f(uε)

)
x

= oD′(1),

vε t +
(
f ′(uε)vε

)
x

= oD′(1),

wε t +
(
f ′′(uε)v

2
ε + f ′(uε)wε

)
x

= oD′(1), ε → +0.

Moreover, relations (6.2) hold, where (u(x, t), v(x, t), w(x, t)) is a δ′-shock wave
type solution (1.19) of the Cauchy problem (1.16), (1.18).

By Theorem 9.1, relations (9.24), (9.25) hold.
Just as above, using the third equation from (9.27) and the third relation

from (1.19), we obtain in the weak sense
(
f ′′(u)v2 + f ′(u)w

)
x

= lim
ε→+0

(
f ′′(uε)v

2
ε + f ′(uε)wε

)
x

= − lim
ε→+0

wε t = −wt

= −(
(w+)t + [wt]H(−x + φ(t)) + [w]φ̇(t)δ(−x + φ(t))

+ġ(t)δ(−x + φ(t)) + g(t)φ̇(t)δ′(−x + φ(t))

(9.28) +ḣ(t)δ′(−x + φ(t)) + h(t)φ̇(t)δ′′(−x + φ(t))
)
.

Taking into account that w± t +
(
f ′′(u±)v2

± + f ′(u±)w±
)

x
= 0, for ±x >

±φ(t), and substituting the latter relation into (9.28), we obtain
(
f ′′(u)v2 + f ′(u)w

)
x

=
(
f ′′(u+)v2

+ + f ′(u+)w+

)
x

+
(
[f ′′(u)v2 + f ′(u)w]H(−x + φ(t))

)
x

+
(
[f ′′(u)v2 + f ′(u)w]− [w]φ̇(t)− ġ(t)

)
δ(−x + φ(t))

−(
g(t)φ̇(t) + ḣ(t)

)
δ′(−x + φ(t))− h(t)φ̇(t)δ′′(−x + φ(t)).
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Integrating the last relations with respect to x, we have

f ′′(u)v2 + f ′(u)w

= f ′′(u+)v2
+ + f ′(u+)w+ + [f ′′(u)v2 + f ′(u)w]H(−x + φ(t))

−(
[f ′′(u)v2 + f ′(u)w]− [w]φ̇(t)− ġ(t)

)∣∣
x=φ(t)

H(−x + φ(t))

(9.29) +
(
g(t)φ̇(t) + ḣ(t)

)
δ(−x + φ(t)) + h(t)φ̇(t)δ′(−x + φ(t)) + C(t),

where C(t) is a function. Since according to (1.19), we have limε→+0

(
f ′′(uε)v

2
ε+

f ′(uε)wε

)
= f ′′(u±)v2

± + f ′(u±)w± for ±x > ±φ(t), we conclude that (9.29)
implies C(t) = 0 and the fact that relation (9.26) holds. ¤

In particular, for the case of the Cauchy problem (1.17), (1.18), in [39]
and [51], Theorem 9.4 was proved in the context of constructing δ′-shock type
solutions.

9.3. Two significant examples. As mentioned above, the “right” singu-
lar superpositions of distributions are determined only in the context of solving
the Cauchy problem. Moreover, they are unique Schwartz distributions. In
order to illustrate the specific properties of the “right” singular superpositions,
we consider two particular cases of Theorem 9.1.

(a) In [12], [13], a δ-shock wave type solution (1.13) of the Cauchy problem
(1.9), (1.11) was constructed. In these papers, formulas (9.3), (9.4) defining
the flux-functions of the δ-shock (for the case F (u, v) = f(u), G(u, v) = vg(u))
were derived directly as the weak limit of the weak asymptotic solution to the
Cauchy problem (1.9), (1.11):

(9.30) f(u) = f(u+) + [f(u)]H(−x + φ(t)),

(9.31) vg(u) = v+g(u+) + [vg(u)]H(−x + φ(t)) + e(t)φ̇(t)δ(−x + φ(t)),

where the distributions u(x, t), v(x, t) are given by (1.13). Here, in view of

(2.7), φ̇(t) = [f(u)]
[u]

, ė(t) =
(
[vg(u)]− [v] [f(u)]

[u]

)∣∣
x=φ(t)

.

(b) The Cauchy problems (1.14), (1.11) and (1.15), (1.11) for the Keyfitz-
Kranzer system and its generalization were solved in [48], [49]. In [49] (see
also [2], [50]), formulas (9.3), (9.4) defining flux-functions of the δ-shock (for
the case F (u, v) = f(u) − v, G(u, v) = g(u)), i.e., the unique “right” singular
superpositions, were directly derived as the weak limit of the weak asymptotic
solution to the Cauchy problem (1.15), (1.11):

(9.32) f
(
u(x, t)

)− v(x, t) = f(u+)− v+ +
[
f(u)− v

]
H(−x + φ(t)),

g
(
u(x, t)

)
= g(u+) +

[
g(u)

]
H(−x + φ(t))

(9.33) +e(t)

[
f(u)− v

]

[u]
δ(−x + φ(t)),
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where the distributions u(x, t), v(x, t) are given by (1.13). Here, in view of

(2.7), φ̇(t) = [f(u)−v]
[u]

, ė(t) =
(
[g(u)]− [v] [f(u)−v]

[u]

)∣∣
x=φ(t)

.

In particular, for the Keyfitz-Kranzer system the above formulas imply

(9.34) u2 − v = u2
+ − v+ +

[
u2 − v

]
H(−x + φ(t)),

1

3
u3 − u =

1

3
u3

+ − u+

(9.35) +
[1

3
u3 − u

]
H(−x + φ(t)) + e(t)

[
u2 − v

]

[u]
δ(−x + φ(t)),

where, in view of (2.7), φ̇(t) = [u2−v]
[u]

, ė(t) =
(
[1
3
u3 − u]− [v] [u

2−v]
[u]

)∣∣
x=φ(t)

.

Note that the unique “right” singular superpositions (9.30), (9.31) are es-
sentially different from the unique “right” singular superpositions (9.32), (9.33)
and (9.34), (9.35). The main distinction between them is the following.

Taking into account that H(x) ·H(x) = H(x), one can see that in fact, by
(9.31), the unique “right” product of the step function and the delta function
is defined by:

e(t)δ(−x + φ(t))u(x, t) = e(t)δ(−x + φ(t)) ·
{

u−, x < φ(t),
u+, x > φ(t),

(9.36) = e(t)
[f(u)]

[u]
δ(−x + φ(t)).

In the case of the Keyfitz–Kranzer system (1.14) and its generalization
(1.15), formulas (9.32), (9.33) and (9.34), (9.35) do not define (!) the product
of the Heaviside function and the δ-function. Moreover, although according to
(1.13), u(x, t) does not depend on the terms e(t)δ(−x+φ(t)) and [v(x, t)]

∣∣
x=φ(t)

,

the “right” singular superposition g
(
u(x, t)

)
(or 1

3
u3−u) determined by (9.33)

(or (9.35)) does depend (!) on these terms. Thus one can say that the term

e(t)
[f(u)− v]

[u]
δ(−x + φ(t)) or e(t)

[u2 − v]

[u]
δ(−x + φ(t))

“appears from nothing”.
Similarly, the left-hand sides of relations (9.32) and (9.34) depend on the

term e(t)δ(−x + φ(t)) while the right-hand sides in (9.32) and (9.34) are in-
dependent of this term. Nevertheless, in the context of solving the Cauchy
problem, the flux-function is determined uniquely.

9.4. Commentary. Since the nonlinear terms in systems (1.14), (1.15),
and (1.16) can not be reduced to terms of the form (9.1)), it is impossible to
construct δ-shocks for systems (1.14), (1.15) and δ′-shocks for system (1.16)
by using the nonconservative product [28], [29], [6]. It is also impossible to use
the measure-valued solutions approach [3], [55], [57].
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In [20], the system of conservation laws

(9.37) ut +
(u2

2

)
x

= 0, vt + (uv)x = 0, wt +
(v2

2
+ uw

)
x

= 0

was studied. This system has repeated eigenvalues. As stated in [20], system
(9.37) cannot be solved in the classical distributional sense, therefore it is nec-
essary to define a generalized solution in the Colombeau sense. In [20] this is
motivated by the following arguments: if v− + v+ 6= 0 then the v component
contains a δ measure along x = 0. Though the product uv does not make
sense in the classical theory of distributions, it can be defined in the sense of
the approach [6], but v2 contains a square of δ measure and thus cannot be
defined in this sense.

It is clear that by the change of variables u → 2u, v → 2v, w → w system
(9.37) can be transformed into system (1.17). Thus, contrary to the assertion
from the paper [20], according to Theorem 6.1, system (9.37) admits a δ′-shock
wave type solution. This solution considered in the sense of Definition 5.1 is a
distributional solution.

Thus we can see that the problem of introducing singular solutions to
system (9.37) is reduced to the problem of the “right” definition of singular
solutions. In the above-mentioned case a generalized solution of system (9.37)
is represented by Schwartz distributions but not Colombeau generalized func-
tions.

10. Validity and naturalness of δ- and δ′-shock definitions

Definitions 2.1, 2.2, and 5.1 derived in the framework of the weak asymp-
totics method give natural generalizations of the classical definition of weak
L∞-solutions (1.2) relevant for the structure of δ- and δ′-shocks.

Now we discuss and substantiate the validity and naturalness of the above-
mentioned definitions.

First, if a solution of the Cauchy problems contains no δ and δ′-terms then
these definitions coincide with the classical Definition (1.2). Second, using
these definitions, one can derive the Rankine–Hugoniot conditions for δ- and
δ′-shocks (2.7), (2.13), and (5.3)–(5.6). Below we temporarily suppose that
Definitions 2.1, 2.2, 5.1 are not known, and will show that by using some
passages from proofs of Theorems 9.1– 9.4 and some nonstrict reasoning, one
can derive the same “right” Rankine–Hugoniot conditions for δ- and δ′-shocks
which were derived by using these definitions.

We stress that, in fact, the proofs of Theorems 9.1– 9.4 do not use Defini-
tions 2.1, 2.2, 5.1.

Lemma 10.1. Let (uε, vε) be a weak asymptotic solution of the Cauchy
problem (1.7), (1.11) such that it satisfies relation (6.2), where the pair of
distributions (u, v) is given by (1.13). Then for the components of (1.13) the
Rankine–Hugoniot conditions (2.7) for δ-shock hold.
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Proof. Repeating the proof of Theorem 9.1 almost word for word, we ob-
tain the relations (9.12), (9.13). Next, taking into account (9.14), we conclude

that C1(t) = 0, C2(t) = 0, and the relations
(
[F (u, v)] − [u]φ̇(t)

)∣∣
x=φ(t)

= 0,(
[G(u, v)] − [v]φ̇(t) − ė(t)

)∣∣
x=φ(t)

= 0 hold. Thus we derive the Rankine–

Hugoniot conditions (2.7) for δ-shocks. ¤

Lemma 10.2. Let (uε, vε) be a weak asymptotic solution of the Cauchy
problem (1.10), (1.11), (1.12) such that it satisfies relation (6.2), where the
pair of distributions (u, v) is given by (1.13). Then for the components of
(1.13) the Rankine–Hugoniot conditions (2.16) for δ-shock hold.

Proof. By Lemma 10.2 one can derive the first Rankine–Hugoniot con-
dition (2.16). Next, repeating the proof of Theorem 9.2 almost word for
word, we obtain relation (9.20). Taking into account that limε→+0 u2

εvε =
u2
±v± for ±x > ±φ(t), one can conclude that C(t) = 0, and the relation(
[u2v] − [uv]φ̇(t) − d

dt

(
e(t)φ̇(t)

))∣∣
x=φ(t)

= 0 is valid. Thus, the second relation

in (2.16) holds. ¤

Lemma 10.3. Let (uε, vε) be a weak asymptotic solution of the Cauchy
problem (1.8), (1.11) such that it satisfies relation (6.2), where the pair of
distributions (u, v) is given by (1.13). Then for the components of (1.13) the
Rankine–Hugoniot conditions (2.13) for δ-shock hold.

Proof. By Lemma 10.1, the first Rankine–Hugoniot condition in (2.13)
holds.

According to Theorem 9.1, the term uv is represented by relation (9.23).
Next, differentiating this relation with respect to t and repeating the proof of
Lemma 10.2 almost word for word, we derive the second Rankine–Hugoniot
condition in (2.13). ¤

Lemma 10.4. Let (uε, vε, wε) be a weak asymptotic solution of the Cauchy
problem (1.16), (1.18) such that it satisfies relation (6.2), where the triple of
distributions (u, v, w) is given by (1.19). Then for (1.19) the first, second and
third Rankine–Hugoniot conditions (5.3)–(5.6) for δ′-shock hold. The fourth
Rankine–Hugoniot condition (5.6) cannot be derived in this way.

Proof. According to Lemma 10.2, the first and second Rankine–Hugoniot
conditions (5.3), (5.4) hold.

Next, repeating the proof of Theorem 9.1 almost word for word, we de-
rive relation (9.29). Taking into account that limε→+0 f ′′(uε)v

2
ε + f ′(uε)wε =

f ′′(u±)v2
± + f ′(u±)w± for ±x > ±φ(t), one can conclude that C(t) = 0, and(

[f ′′(u)v2 + f ′(u)w] − [w]φ̇(t) − ġ(t)
)∣∣

x=φ(t)
= 0 is valid. Thus, the third

Rankine–Hugoniot condition (5.5) holds.

The fourth Rankine–Hugoniot condition (5.6) d
dt

(
h(t)[u(φ(t), t)]

)
= de2(t)

dt

can not be derived in the same way as (5.3)–(5.5). ¤
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Nevertheless, the fourth Rankine–Hugoniot condition (5.6) can be derived
by nonstrict reasoning without using Definition 5.1 (see [39, 2.2]).

We stress that the Rankine–Hugoniot conditions for δ- and δ′-shocks were
derived by Lemmas 10.1– 10.4 without using corresponding Definitions 2.1–
2.2, and 5.1. This fact shows that our definitions are “right” and natural.

Appendix A. Some weak asymptotic expansions.

Lemma A.1. Let δ(x, ε) = 1
ε
ωδ

(
x
ε

)
, 1

ε
ω1

(
x
ε

)
be regularizations of the delta

function, and H(ξ, ε) = ω0

(
ξ
ε

)
=

∫ x
ε

−∞ ω(η) dη, j = 1, 2 be a regularization of
the Heaviside function H(x), x ∈ R (see Subsec. 3.2). Then we have the
following weak asymptotic expansions:

(A.1)

(
H(ξ, ε)

)r
= H(ξ) + OD′(ε),(

H(x, ε)
)r

δ(x, ε) = Brδ(x) + OD′(ε),

δ(x, ε)
(
ω1

(x

ε

))r

= Arδ(x) + OD′(ε), ε → +0,

where Br =
∫

ωr
0(η)ωδ(η) dη, Ar =

∫
ωδ(η)ωr(η) dη, r = 1, 2, . . . .

Proof. It is clear that the first relation in (A.1) holds. Making the change
of variables x = εη, we obtain

〈(
ω0

(x

ε

))r 1

ε
ωδ

(x

ε

)
, ψ(x)

〉

=

∫
ωr

0(η)ωδ(η)ψ(εη) dη = Brψ(0) + O(ε), ε → +0,

for all ψ(x) ∈ D(R), i.e., the second relation in (A.1) is proved. Since
ωδ(η)ωr(η) decreases sufficiently rapidly as |η| → ∞, then following the same
reasoning, we obtain the third relation in (A.1):

〈1

ε
ωδ

(x

ε

)(
ω1

(x

ε

))r

, ψ(x)
〉

=

∫
ωδ(η)ωr(η)ψ(εη) dη = Arψ(0) + O(ε), ε → +0,

for all ψ(x) ∈ D(R), r = 1, 2, . . . . ¤

Lemma A.2. ( [9, Corollary 1.1.], [12], [13]) If f(u), g(u) are smooth
functions, and u(x, t, ε), v(x, t, ε) are defined by (3.5), (3.10) then

f
(
uε(x, t, )

)
= f(u0) +

[
f(u)

]
H(−x + φ(t)) + OD′(ε), ε → +0,

vε(x, t, )g
(
uε(x, t, )

)
= g(u0)v0 +

[
g(u)v

]
H(−x + φ(t))

+
{

e(t)a(t) + R(t)c(t)
}

δ(−x + φ(t)) + OD′(ε), ε → +0,

where a(t), c(t) are defined by (3.13).



58 V. M. SHELKOVICH

References

[1] S. Albeverio, S. A. Molchanov, and D. Surgailis, Stratified structure of the Universe
and the Burgers’ equation – a probabilistic approach, Probab. Theory Relat. Fields,
100, (1994), 457–484.

[2] S. Albeverio, V. M. Shelkovich, On the delta-shock front problem, in the book: “Ana-
lytical Approaches to Multidimensional Balance Laws”, Ch. 2, (Ed. O. S. Rozanova),
Nova Science Publishers, Inc., 2005, pp. 45–88.

[3] F. Bouchut, On zero pressure gas dynamics, in: “Advances in Kinetic Theory and
Computing”, Series on Advances in Mathematics for Applied Sciences, Vol. 22, World
Scientific, Singapore, 1994, pp. 171–190.

[4] G. Q. Chen, H. Liu, Formation of delta-shocks and vacuum states in the vanishing
pressure limit of solutions to the Euler equations for isentropic fluids, SIAM J. Math.
Anal., 34, (2003), 925–938.

[5] G. Q. Chen, H. Liu, Concentration and cavitation in the vanishing pressure limit of
solutions to the Euler equations for nonisentropic fluids, Physica D, 189, (2004), 141–
165.

[6] G. Dal Maso, P. G. Le Floch, and F. Murat, Definition and weak stability of noncon-
servative products, J. Math. Pures Appl., 74, (1995), 483–548.

[7] V. G. Danilov, G. A. Omel′yanov, V. M. Shelkovich, Weak Asymptotics Method and
Interaction of Nonlinear Waves, in: Mikhail Karasev (Ed.), “Asymptotic Methods for
Wave and Quantum Problems”, Amer. Math. Soc. Transl., Ser. 2, 208, 2003, pp. 33–
165.

[8] V. G. Danilov, V. M. Shelkovich, Propagation and interaction of nonlinear waves to
quasilinear equations, in: H. Freistühler, G. Warnecke (Eds.), Hyperbolic problems:
Theory, Numerics, Applications (Eighth International Conference in Magdeburg, Feb-
ruary/March 2000, vol. I). International Series of Numerical Mathematics, vol. 140,
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