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Abstract

This work presents a new model for the movement of granular mat-
ter. It is a synthesis of the Hadeler–Kuttler and of the Savage–Hutter
models. The result is a 3 × 3 system of balance laws able to describe
the deposition–erosion dynamics, as in the former model, while being
compliant with energy dissipation, as in the latter one. First, the basic
analytical properties of the new model are described. Then, several
numerical integrations allow to compare the different models. The
present model appears to provide better descriptions of granular mat-
ter behaviour, in particular as soon as the bed’s slope changes sign and
deposition–erosion phenomena are relevant.
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1 Introduction

Consider a slope with profile u = u(t, x), where x ∈ R
2 and t ≥ 0. On this

bed, some kind of material with thickness h = h(t, x) is free to slide, subject
to gravity. The sliding matter may well erode or deposit, thus modifying the
slope as well as its distribution over it. This explains why both functions
u and h are also time dependent. We describe the complex dynamics that
arises through the following equations:



















∂th + ∇ · (h v) = −γ
(

α − ‖∇u‖
)

h + H

∂tv + ∇ ·
(

1
2v ⊗ v + gh I

)

= −g∇u + ν(v,∇u) − γ[[α − ‖∇u‖ ]]
−

v + V

∂tu = γ
(

α − ‖∇u‖
)

h

(1.1)
Here, v defines the velocity vector field at which matter slides over the bed.
g is gravity and α is the critical angle: at slopes higher than α, the sliding
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matter erodes the bed while falling, whereas at lower slopes it deposits
over the bed. The constant γ is the speed at which erosion–deposition
takes place. More precisely, in the first equation, the term −γh(α − ‖∇u‖)
corresponds to the quantity of matter that deposits, when ‖∇u‖ < α, or
that is eroded, when ‖∇u‖ > α. Conservation of mass requires that the
same term appears, with the opposite sign, in the third equation. The right
hand side of the second equation contains a first term −g∇u, describing the
component of gravity parallel to the slope. The vector ν(v,∇u) describes
the friction between the sliding matter and the slope. Therefore, we require
the following physically obvious conditions:

v · ν(v,∇u) ≤ 0 and ν(0,∇u) = 0 (1.2)

for all v and u. The term −[[ γ(α − ‖∇u‖) ]]
−

v in the second equation is

due to the eroded material that starts moving and affects the speed of the
sliding matter. Finally, H and V are functions of (t, x), presumably known,
modeling sources such as material falling or being poured over the bed.

A priori, the first two equations in (1.1) can be justified through the
balance of mass and of linear momentum, see [8], the third equation by the
erosion–deposition dynamics. Part of these terms, in fact, are found also in
the Hadeler–Kuttler model introduced in [11, formula (5)]:

(HK)

{

∂th −∇ · (β h∇u) = −γ
(

α − ‖∇u‖
)

h + H
∂tu = γ

(

α − ‖∇u‖
)

h

where we used the same notations as above. β is the rate that connects
the velocity of the rolling layer to the gradient of u, see [12]. This model
has been widely considered in the literature, both from the point of view of
stationary asymptotic solutions and from that of evolution problems, see for
instance [1, 2, 3, 4, 6, 9, 18]. Some of the above studies are purely analytical,
others are of a more numerical nature.

On the other hand, the convective part in the first two equations of (1.1)
reminds of that of the Savage–Hutter model, see [15, 19], which, for smooth
solutions, can be rewritten as

(SH)







∂th + ∇ · (h v) = 0

∂tv + ∇ ·
(

1
2v ⊗ v + hG

)

= s .

Here, the vector s and the 2 × 2 diagonal matrix G are functions of the
unknowns and of the space variables, see [19, formulæ (1)–(10)], whose role
is to accurately describe the given fixed geometry of the slope and the effect
of gravity. Remark that (SH) is essentially equivalent to the shallow water
equations with a bed having a given fixed geometry and a drift term in the
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moment equation, see [8]. Several papers consider the model (SH) from
various points of view, see for instance [10, 14, 16, 17].

Below, we study (1.1) and compare it with (HK) and (SH). To this
aim, we first scale out the various constant parameters in (1.1) and (HK),
obtaining


















∂th + ∇ · (hv) = −
(

1 − ‖∇u‖
)

h + H

∂tv + ∇ · (1
2v ⊗ v + h I) = −∇u + ν(v,∇u) − [[ 1 − ‖∇u‖ ]]

−

v + V

∂tu =
(

1 − ‖∇u‖
)

h

(1.3)

in the case of model (1.1), see Lemma 5.2. In the case of (HK), Lemma 5.1
yields the rescaling

{

∂th −∇ · (h∇u) = −
(

1 − ‖∇u‖
)

h + H
∂tu =

(

1 − ‖∇u‖
)

h .
(1.4)

A first key difference between (1.1) and (HK) is the energy balance.
Indeed, smooth solutions to (1.1) dissipate the energy

E =

∫

R2

(

1

2
h ‖v‖2 +

1

2
(h + u)2

)

dx , (1.5)

see Proposition 2.1. On the other hand, the oscillations arising in the solu-
tions to (HK), see Paragraph 3.1, show that (HK) can hardly be energy
dissipating.

An obvious difference between (1.1) and (SH) is that the latter model
does not take into account the erosion–deposition phenomena. Therefore,
below, we compare the qualitative behaviour of the uppermost moving pro-
file u + h in (1.1) with its analog h in (SH).

Then, we pass to the 1D case. After the standard preliminary study, we
consider some numerical integrations of the different models and compare
the corresponding solutions. It is immediate to see that as soon as a change
in the slope of the bed is present, the two models (HK) and (SH) may
display a somewhat surprising behavior. In particular, in the case of the
former model, unphysical oscillations may arise in the short term and then
disappear for large times, see Section 3.1. In the case of the latter model,
when the slope changes sign, the sliding matter may accumulate creating
unexpected peaks, see Section 3.2. This somewhat unphysical behaviour
has to be expected, for the (SH) system is suited to bed whose slope has
small variations.

The present model (1.1) and (HK) may differ also in the asymptotic
behaviour, as shown in Section 3.3. There, the final profiles given by (1.1)
and (HK) left from the fall of some granular material over a flat bed have
in fact different concavities.
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The paper is organized as follows. First, in Section 2, we consider the
main analytical properties of (1.1). Secondly, in Section 3, several numeri-
cal integrations show the main differences between the three models. The
technical details are collected in Section 5.

2 Analytical Preliminaries

This section is devoted to the analytical properties of the models. First,
it is immediate to note that all systems are invariant with respect to the
symmetry x → −x, t → t, h → h, v → −v and u → u, as it is physically
necessary.

In the case of (1.3), we have the following energy dissipation property.

Proposition 2.1. Let H = 0 and V = 0. Choose smooth (ho, vo, uo) such
that (1.3) with initial datum (ho, vo, uo) admits a smooth solution with com-
pact support up to time T > 0. Consider the energy (1.5). If (1.2) holds,
then E

(

h, v, u)(t)
)

≤ E(ho, vo, uo) for all t ∈ [0, T [, more precisely,

d

dt
E =

∫

R2

hv · ν(v, p) dx −
∫

R2

h‖v‖2

(

∣

∣1 − ‖∇u‖
∣

∣ − 1

2

(

1 − ‖∇u‖
)

)

dx

≤ 0 .

The proof is immediate and, hence, omitted. Note that the energy decay
has to terms: the former one is due to friction and the latter one to erosion–
deposition.

Above, by smooth solution we mean that (h, v, u) ∈ C1(I × R
2; R+ ×

R
2 × R). However, as is well known, the smoothness of solutions does not

persist, for singularities may arise. Therefore, we define a measurable map
(h, v, u) : R

+ × R
2 7→ R

+ × R
2 × R to be a distributional solution to (1.3) if

(h, v, u) satisfies (1.3) in the sense of distributions.
We now pass to the 1D case, so that (1.3) simplifies to



















∂th + ∂x(hv) = −
(

1 − |∂xu|
)

h + H

∂tv + ∂x(1
2v2 + h) = −∂xu + ν(v, ∂xu) − [[ 1 − |∂xu| ]]

−

v + V

∂tu =
(

1 − |∂xu|
)

h

(2.1)

and (1.4) to

{

∂th − ∂x(h ∂xu) = −
(

1 − |∂xu|
)

h + H
∂tu =

(

1 − |∂xu|
)

h .
(2.2)
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To study (2.1) and (2.2) as 1D systems of balance laws, it is useful to intro-
duce the variable p = ∂xu, obtaining























∂th + ∂x(hv) = −
(

1 − |p|
)

h + H

∂tv + ∂x

(

1
2v2 + h

)

= −p + ν(v, p) − [[ 1 − |p| ]]
−

v + V

∂tp − ∂x

(

(

1 − |p|
)

h
)

= 0

(2.3)

and, in the case of the Hadeler-Kuttler model,

{

∂th + ∂x(h p) = −
(

1 − |p|
)

h + H
∂tp − ∂x

(

(1 − |p|)h
)

= 0
(2.4)

Both these systems fall within the class of 3 × 3 systems of balance laws,
see [7, Chapter VII] as a general reference on this subject.

In the case of distributional solutions, the equivalence between (2.1)
and (2.3) is proved by the following lemma.

Lemma 2.2. Let I = [0, T ] for a T > 0. If (h, v, u) is a distributional
solution to (2.1) satisfying

(h, v, u) ∈ L∞(I × R; R+ × R × R),
with h(t) and ∂xu(t) ∈ (L1 ∩ BV)(R; R) for a.e. t ∈ I

and ∂xu ∈ L∞(I × R; R)

then, setting p = ∂xu,

(h, v, p) ∈ L∞(I × R; R+ × R × R),
with h(t) and p(t) ∈ (L1 ∩ BV)(R; R) for a.e. t ∈ I

is a distributional solution to (2.3). And viceversa.

The proof is deferred to Section 5. The equivalence of (1.4) and (2.4) is
stated and proved similarly.

The first step in the analytical study of (2.3) is the computation of
eigenvalues and eigenvectors of the Jacobian of the flow, which is the content
of the next lemma.

Lemma 2.3. The Jacobian of the flow of system (2.3) is the matrix







v h 0
1 v 0

|p| − 1 0 h sgn p
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its eigenvalues and eigenvectors are

λ1 = v −
√

h λ2 = v +
√

h λ3 = h sgn p

r1 =

















−1

+
1√
h

1 − |p|
v − h sgn p −

√
h

















r2 =

















1

1√
h

|p| − 1

v − h sgn p +
√

h

















r3 =







0
0
1






.

If p 6= 0, h > 0 and v 6= h ±
√

h then system (2.3) is strictly hyperbolic.
Moreover,

∇λ1 · r1 =
3

2
√

h
, ∇λ2 · r2 =

3

2
√

h
, ∇λ3 · r3 = 0 .

so that the first two fields are genuinely nonlinear while the third one is
linearly degenerate. For p > 0, the ordering of the eigenvalues is as follows:

λ3 < λ1 < λ2 ⇐⇒ v > h +
√

h

λ1 < λ3 < λ2 ⇐⇒ h −
√

h < v < h +
√

h

λ1 < λ2 < λ3 ⇐⇒ v < h −
√

h

and symmetric relations hold for p < 0.

The proof is straightforward and hence omitted. Remark that when v =
h +

√
h then, not only λ1 = λ3, but also the corresponding eigenspaces

coincide, therefore hyperbolicity is lost. The same happens when v = h−
√

h.
It is remarkable that, due to the loss of hyperbolicity at h = 0 and to the form
of the source term in (2.3), the well posedness of this system does not follow
from the standard results on systems of balance laws. Indeed, fix any state
(ho, vo, uo) where (2.3) is strictly hyperbolic. Then, (ho, vo, uo) + L1(R; R)
is not invariant with respect to the ordinary differential equation defined by
the right hand side in (2.3). Nevertheless, given a positive L, there exists
a T > 0 such that the construction in [5] can be localized to any trapezoid

of the type
{

(t, x) ∈ [0, T ] × R : |x| < L + λ̂t
}

. This procedure ensures the

local well posedness of (2.3).
For analytical results about (2.4) we refer to [1, 18]. Recall that it is a

2 × 2 system of balance laws with a Lipschitz flow, hyperbolic for p 6= 0. In
1D, the Savage–Hutter model has the simpler form, see [15, formulæ (2.25)–
(2.26)]:







∂th + ∂x(hv) = 0

∂tv + ∂x

(

1
2v2 + δ cos ζ h

)

= sin ζ − δ cos ζ ∂xb + ν sgn v cos ζ
(2.5)
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ζ

y

h

b

x

h

u

x

y

Figure 1: Left: notation for the 1D Savage–Hutter model (2.5). Right,
notation for the 1D model (2.1).

where ζ is a constant slope angle, ν sgn(v) cos ζ describes the friction of the
sliding material with respect to the bed and b describes the deviation of the
bed from the constant angle ζ, see Figure 2. In other words, the relation
between the slope u in (2.1) and the functions b and ζ in (2.5) is

u(x) cos ζ + x sin ζ = b
(

x cos ζ − u(x) sin ζ
)

.

But, as already remarked, due to the absence of the erosion–deposition phe-
nomena, in (2.5) b and ζ are time independent, whereas u is time dependent
in (2.1).

3 Qualitative Behavior of the Solutions

This section is devoted to various comparisons among the solutions to sys-
tems (2.3), with ν(v, ∂xu) = −νv, (2.4) and (2.5). In all the numerical
integrations, we use the standard Lax–Friedrichs method, see [13, § 12.5]
coupled with Euler polygonals to deal with the source term, through the
operator splitting method, see [13, § 17.1] or [5].
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3.1 Evolution of a Horizontal Profile

As a first example, we consider the initial datum
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0 x > 1/2
1
2 − |x| x ∈

[

−1
2 , 1

2

]

0 x < −1/2

vo(x) = 0

po(x) =



















0 x < −1/2
−1 x ∈ [−1/2, 0]
1 x ∈

]

0, 1/2
]

0 x > 1/2

(3.1)

which represents a hole filled with snow at rest. Choose H = 0 and V = 0.
Independently from the choice of ν, the solution to (2.3)–(3.1) is station-

ary, which is physically reasonable. Indeed, where h = 0 nothing may move.
Where h 6= 0, the initial slope satisfies |p| = 1 so that neither erosion nor
deposition may take place. Besides, the effects of gravity disappear due to
the fact that the profile is horizontal.

More formally, we prove the following lemma.

Lemma 3.1. Let H = 0, V = 0 and choose ν satisfying (1.2). Then,
(h, v, p) = (ho, vo, po) is a distributional stationary solution to (2.3)–(3.1).

The proof is in Section 5.
On the contrary, the solution to (2.4)–(3.1) is not stationary and displays

a somewhat unexpected behavior, depicted in Figure 2. Indeed, the change
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Figure 2: Integration of (2.4)–(3.1). The change in the slope at x = 0
leads to the immediate formation of two large shocks which are eventually
smeared out by the right hand side in (2.4).

in the slope at x = 0 leads to the creation of two large shocks. These
discontinuities are due to the convective part of (2.4), which dominates the
source term at the small time scale. Consider the following Riemann problem
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Figure 3: Shock curves, or Hugoniot loci, for to the solution of the Riemann
problem (3.2), corresponding to the homogeneous part of (2.4) with the
initial data (3.1). The solution to (3.2) governs that of (2.4)– (3.1) over the
short time scale.

for the convective part of (2.4):























∂th + ∂x(h p) = 0
∂tp − ∂x

(

(1 − |p|)h
)

= 0

(h, p)(0, x) =

{

(1,−1) x < 0 ,
(1, 1) x > 0 .

(3.2)

Its solution consists of two (relatively) large shocks: see Figure 3 for the
location of the Hugoniot loci displaying the solution to (3.2) and Figure 2,
left, for the corresponding oscillations in the solution to (2.4)–(3.1). These
shocks are eventually smeared out by the source terms and the solution
to (2.4)–(3.1) approaches asymptotically the constant solution h = 0, p = 0.

We remark that the unphysical oscillations displayed in Figure 2 by the
solutions to (2.4) are thus analytically justified consequences of the equations
and are not due to numerical problems.

In this example, the asymptotic state reached by the solution to (2.3)
differs from that of (2.4). However, in the case of the initial datum (3.1),
this appears to be a non generic situation. Indeed, generically, small pertur-
bations of the initial datum (3.1) lead to solutions of (2.3) that eventually
tend to the asymptotic solution h(x) = 0, v = 0, p = 0.

The rise of large shocks due to changes in the slope of the bed does not
depend on the smoothness of this change. Indeed, consider the initial datum
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representing a (smooth) hole filled with snow. We set ν = 1, H = 0 and
V = 0. Then, the uppermost profile u + h in the solution to (2.3)–(3.3) is
again stationary, although deposition now takes place since p attains values
in ]−1, 1[: h diminishes to 0 and the sliding matter becomes part of the bed,
see Figure 4.

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

3x3 model t=0.20005

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

3x3 model t=0.20005

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

3x3 model t=0.40011

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

3x3 model t=0.40011

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

3x3 model t=0.80022

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

3x3 model t=0.80022

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
u
 
a
n
d
 
u
 
+
 
h

3x3 model t=1.0003

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
u
 
a
n
d
 
u
 
+
 
h

3x3 model t=1.0003

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=0.20005

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=0.20005

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=0.40011

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=0.40011

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=0.80022

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=0.80022

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=1.0003

 0

 0.2

 0.4

 0.6

 0.8

 1

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

u
 
a
n
d
 
u
 
+
 
h

2x2 model t=1.0003

Figure 4: Above, the solution to (2.3)–(3.3): note that deposit takes place
faster where the slope of the bed is lower. Below, the solution to (2.4)–
(3.3): note the formation of unexpected peaks near to x = 0 where the slope
smoothly changes sign.

On the other hand, in the case of (2.4), once more we have the shocks
due to the convective part are present and lead to the formation of a sort of
hill. The sliding matter accumulates at the center of the hole and its level
gets higher than the initial one, see Figure 4.

Remark that asymptotically, the solutions to both models tend to h = 0,
p = 0.

The solution to (2.5)–(3.3) is stationary and hence it is not displayed in
Figure 4. Note that this behavior is physically acceptable, in spite of the fact
that the Savage–Hutter model is adapted to describe only small variations
in the average slope of the bed.
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3.2 Falling Matter

Consider now an avalanche or a landslide falling along a bed with varying
slope. In other words we consider the initial datum:
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ho(x) = (x − α)4(x − β)2 χ[α,β](x) · 106

α = −1.720 and β = −1.475
vo(x) = 0
po(x) = 1 − 3x2

(3.4)

with H = 0, V = 0 and ν = 0.1. In (2.5) we also set δ = 0.1, ζ = 0 and
∂xb = po.
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Figure 5: Above, integration of (2.3)–(3.4): first, the sliding matter erodes
the bed while falling, then it deposits while slowing down. Below, integration
of (2.5)–(3.4): neither erosion nor deposit may take place. Besides, the
slower deceleration in the middle part causes the formation of a peak.

As long as the avalanche does not reach the change in the slope, the
solution to (2.3) displays a bunch of matter moving downwards along the
slope and, at the same time, eroding the steepest part of the bed. In the
case of the Savage–Hutter model, the profile of the bed does not change,
while that of the solution is quickly deeply modified, see Figure 5.

Where the bed’s slope is small, the sliding matter in the solution to (2.3)
slows down and starts depositing. In the solution to (2.5), by the absence
of erosion–deposition term the sliding matter goes down faster than in the
previous case, hence it concentrates and creates a peak, see Figure 5.
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3.3 On the Role of H

We now compare the three models (2.3), (2.4) and (2.5) in the case of a flat
horizontal bed on which a material is being poured. Thus, assume that

ho(x) = 0
vo(x) = 0
po(x) = 0

with

H(t, x) = 1.5 χ
[−0.1,0.1]

(x) · χ
[0,0.5]

(t)

V (t, x) = 0
ν = 0.1 .

(3.5)

The results of the corresponding numerical integrations are collected in Fig-
ure 6. We remark that, initially, the uppermost profiles y = h(x) + u(x), in
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Figure 6: First row, solution to (2.3)–(3.5); second row, solution to (2.4)–
(3.5); third row, solution to (2.5)–(3.5). Note

the case of (2.3) and (2.4), y = h(x), in the case of (2.5), are similar, see
the first column in Figure 6. As soon as the lower deposited part takes a
shape with a significant change in its slope, the solution to (2.4) displays
the behaviour already noted above. Two symmetric shocks start moving off
from the vertex of the deposited part, see the second and third columns in
Figure 6.

Eventually, the solution to (2.5) spread all over the real line, for the (SH)
model does not account for any deposit. However, as long as h in (2.3) is
positive, the qualitative aspects of the uppermost profiles in (2.3) and in (2.5)
are analogous. Note that the asymptotic shape of the profile in the solutions
to (2.3) and (2.4), rightmost column in Figure 6, are rather different.
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4 Conclusions

We presented a new model for the movement of granular matter. It is
a synthesis of the Hadeler–Kuttler and of the Savage–Hutter models. The
result is the 3×3 system (1.1), which we proved to be compliant with energy
dissipation, similarly to the Savage-Hutter model, but able to describe the
erosion–deposition dynamics, which is not considered in the (SH) model.

Moreover, (1.1) seems to describe better than the Hadeler-Kuttler model
the evolution of the falling matter, in particular in case of changes in the bed
slope. Indeed, the solutions to (1.1) do not display the sudden oscillations
due to the convective part of (HK). Furthermore, we believe it is relevant
that an initial horizontal profile evolves remaining horizontal, as in the cases
examined in Paragraph 3.1.

5 Technical Details

We omit the proofs of the next two lemmas, since they are straightforward.

Lemma 5.1. [11, Appendix A] With the rescaling x → β
γ
x, t → 1

αγ
t, u →

αβ
γ

u, h → αβ
γ

h and f → 1
α2β

f , system (HK) reduces to (1.4).

Similarly, in the case of (1.1), we have the following lemma.

Lemma 5.2. With the rescaling x → g
αγ2 x, t → 1

αγ
t, u → g

γ2 u, h → g
γ2 h,

v → g
γ
v, H → γ

αg
H, V → γ2

αg
V and ν → γ2

αg
ν system (1.1) reduces to (1.3).

Proof of Lemma 2.2. Let (h, v, u) be a distributional solution to (2.1)
and set p := ∂xu. It is straightforward to show that the first two equations
of (2.3) are satisfied in the sense of distributions. Moreover, for every test
function ϕ ∈ C∞

c
(R+ × R; R),

∫

R+

∫

R

[

∂tϕ p + ∂xϕ
(

1 − |p|
)

h
]

dx dt

=

∫

R+

∫

R

[

∂tϕ ∂xu + ∂xϕ
(

1 − |∂xu|
)

h
]

dx dt

=

∫

R+

∫

R

[

−∂t∂xϕ u + ∂xϕ
(

1 − |∂xu|
)

h
]

dx dt .

Now, using the fact that ∂xϕ belongs to C∞

c
(R+ ×R; R) and the hypothesis

that (h, v, u) satisfies the latter equation of (2.1), we get

∫

R+

∫

R

[

∂tϕ p + ∂xϕ
(

1 − |p|
)

h
]

dx dt = 0 ,

i.e. also the third equation of (2.3) holds in the distributional sense.
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Let (h, v, p) be a distributional solution to (2.3) and define u(t, x) :=
∫ x

−∞
p(t, ξ) dξ. As above, the proof for the first two equations is trivial.

Moreover, using (2.3) and [7, Theorem 4.3.1]:

∫ x

a

p(t, ξ) dξ −
∫ x

a

p(0, ξ) dξ

=

∫ t

0

(

1 −
∣

∣p(ϑ, x−)
∣

∣

)

h(ϑ, x−) dϑ −
∫ t

0

(

1 −
∣

∣p(ϑ, a+)
∣

∣

)

h(ϑ, a+)dϑ .

Since h(t) and p(t) belong to (L1 ∩BV)(R; R) for a.e. t ∈ I, when a → −∞
we get:

u(t, x) =

∫ x

−∞

p(t, ξ) dξ =

∫ x

−∞

p(0, ξ) dξ +

∫ t

0

(

1 −
∣

∣p(ϑ, x)
∣

∣

)

h(ϑ, x) dϑ .

Introduce, for simplicity, the quantities g(x) :=
∫ x

−∞
p(0, ξ) dξ and l(t, x) :=

∫ t

0

(

1 −
∣

∣p(ϑ, x)
∣

∣

)

h(ϑ, x) dϑ. Then, for every test function ϕ ∈ C∞

c
(R+ ×

R; R),

∫

R+

∫

R

[

∂tϕ u + ϕ
(

1 − |∂xu|
)

h
]

dx dt

=

∫

R+

∫

R

[

∂tϕ g + ∂tϕ l + ϕ
(

1 − |p|
)

h
]

dx dt .

Now, integrating by parts and using the fact that ∂tg = 0 and ∂tl =
(

1 − |p|
)

h, we obtain:

∫

R+

∫

R

[

∂tϕ u + ϕ
(

1 − |∂xu|
)

h
]

dx dt = 0 .

Hence, also the third equation in (2.1) is satisfied in distributional sense and
the proof is completed. �

Proof of Lemma 3.1. Let h, v, p be the stationary functions h(t, x) =
ho(x), v(t, x) = 0, p(t, x) = po(x). Separately, in each of the regions R

+ ×
]

−∞,−1/2
[

, R
+ ×

]

−1/2, 0
[

, R
+ ×

]

0, 1/2
[

and R
+ ×

]

1/2, +∞
[

, (h, v, p) is
a smooth solution to (2.3). On the other hand, the traces of (h, v, p) along
the three boundaries R

+ × {−1/2}, R
+ × {0} and R

+ × {1/2}, satisfy the
Rankine–Hugoniot conditions with zero speed. Hence (h, v, p) is a stationary
solution. �
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