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#### Abstract

We establish a necessary and sufficient condition for decay of periodic renormalized solutions to a multidimensional conservation law with merely continuous flux vector.
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1. Introduction. In the half-space $\Pi=\mathbb{R}_{+} \times \mathbb{R}^{n}, \mathbb{R}_{+}=(0,+\infty)$, we consider the Cauchy problem for a first order multidimensional conservation law

$$
\begin{equation*}
u_{t}+\operatorname{div}_{x} \varphi(u)=0 \tag{1.1}
\end{equation*}
$$

with initial data

$$
\begin{equation*}
u(0, x)=u_{0}(x) \tag{1.2}
\end{equation*}
$$

The flux vector $\varphi(u)$ is supposed to be only continuous:

$$
\varphi(u)=\left(\varphi_{1}(u), \ldots, \varphi_{n}(u)\right) \in C\left(\mathbb{R}, \mathbb{R}^{n}\right)
$$

We assume that initial function $u_{0}(x)$ is periodic, that is, $u_{0}\left(x+e_{i}\right)=u_{0}(x)$ for almost all $x \in \mathbb{R}^{n}$ and all $i=1, \ldots, n$, where $\left\{e_{i}\right\}_{i=1}^{n}$ is a basis of periods in $\mathbb{R}^{n}$. Denote by $P$ the corresponding fundamental parallelepiped

$$
P=\left\{x=\sum_{i=1}^{n} \alpha_{i} e_{i} \mid \alpha_{i} \in[0,1), i=1, \ldots, n\right\}
$$

If $u_{0}(x) \in L^{\infty}\left(\mathbb{R}^{n}\right)$ then the notion of entropy solution of (1.1), (1.2) in the sense of S.N. Kruzhkov [5] is well-defined.

Definition 1.1. A bounded measurable function $u=u(t, x) \in L^{\infty}(\Pi)$ is called an entropy solution (e.s. for short) of (1.1), (1.2) if for all $k \in \mathbb{R}$

$$
\begin{equation*}
|u-k|_{t}+\operatorname{div}_{x}[\operatorname{sign}(u-k)(\varphi(u)-\varphi(k))] \leq 0 \tag{1.3}
\end{equation*}
$$

in the sense of distributions on $\Pi$ (in $\mathcal{D}^{\prime}(\Pi)$ );

$$
\underset{t \rightarrow 0}{\operatorname{ess} \lim } u(t, \cdot)=u_{0} \quad \text { in } L_{l o c}^{1}\left(\mathbb{R}^{n}\right) .
$$

Condition (1.3) means that for all non-negative test functions $f=f(t, x) \in C_{0}^{1}(\Pi)$

$$
\int_{\Pi}\left[|u-k| f_{t}+\operatorname{sign}(u-k)(\varphi(u)-\varphi(k)) \cdot \nabla_{x} f\right] d t d x \geq 0
$$

[^0](here • denotes the inner product in $\mathbb{R}^{n}$ ).
In the case under consideration when the flux functions are merely continuous, the effect of infinite speed of propagation for initial perturbations appears, which leads even to the nonuniqueness of e.s. to problem (1.1), (1.2) if $n>1$ (see examples in $[6,7]$ ). But, if initial function is periodic (at least in $n-1$ independent directions), the uniqueness holds: an e.s. of (1.1), (1.2) is unique and space-periodic, see the proof in $[14,15]$.

In the present paper we assume that the initial function $u_{0} \in L^{1}(P)$ and may be unbounded. In this general situation even the natural requirement $\varphi(u) \in L_{l o c}^{1}\left(\Pi, \mathbb{R}^{n}\right)$ turns out to be too restrictive. However, if we reject these assumption, we cannot consider entropy conditions (and even the equation itself) within the framework of the theory of distributions. To define such solutions $u=u(t, x)$ (called renormalized), one uses entropy conditions for superpositions $s(u)$, where $s$ are bounded functions of special form (cut-off functions). Renormalized entropy solutions to the problem (1.1), (1.2) with summable initial data were first introduced in [1], where the existence and uniqueness of such solutions were also established. The results of [1] were generalized in [8] to the case of arbitrary measurable initial data. The notion of renormalized entropy solution was later modified in [9] for the periodic case.

Recall the corresponding definition. We denote by $s_{a, b}(u)=\max (a, \min (b, u))$ the cut-off function at levels $a$ and $b$, where $a, b \in \mathbb{R}, a \leq b$.

Definition 1.2. A x-periodic measurable function $u=u(t, x)$ is called a renormalized entropy solution (r.e.s. for short) of (1.1), (1.2) if for all $a, b \in \mathbb{R}, a \leq b$

$$
\begin{equation*}
\left(s_{a, b}(u)\right)_{t}+\operatorname{div}_{x}\left(\varphi\left(s_{a, b}(u)\right)\right)=\mu_{b}-\mu_{a} \quad \text { in } \mathcal{D}^{\prime}(\Pi), \tag{1.4}
\end{equation*}
$$

where $\mu_{p}, p \in \mathbb{R}$, is a family of $x$-periodic nonnegative locally finite measures on $\Pi$ $\left(\mu_{p} \in M_{l o c}(\Pi), \mu_{p} \geq 0\right)$ such that $\lim _{p \rightarrow \infty} \mu_{p}((0, T) \times P)=0$ for all $T>0$, and

$$
\underset{t \rightarrow 0}{\operatorname{ess} \lim }\left|s_{a, b}(u(t, \cdot))-s_{a, b}\left(u_{0}\right)\right|=0 \quad \text { in } L^{1}(P) .
$$

In the case of bounded $u, u_{0}$ the notions of r.e.s. and e.s. coincide. Moreover, in this case the defect measures $\mu_{p}$ satisfy the representation

$$
\mu_{p}=-\frac{1}{2}\left\{|u-p|_{t}+\operatorname{div}_{x}[\operatorname{sign}(u-p)(\varphi(u)-\varphi(p))]\right\}
$$

As was shown in [9], for each $u_{0} \in L^{1}(P)$ there exists a unique r.e.s. $u=u(t, x)$ of problem (1.1), (1.2). Moreover, the following contraction property holds in $L^{1}(P)$ (see [9, Corollary 3.3]):

Proposition 1.3. Let $u(t, x)$ and $v(t, x)$ be r.e.s. to the problem (1.1), (1.2) with the initial data $u_{0}(x)$ and $v_{0}(x)$ (which are supposed to be merely measurable functions), respectively. Then for almost all $t>0$

$$
\begin{equation*}
\int_{P}(u(t, x)-v(t, x))^{+} d x \leq \int_{P}\left(u_{0}(x)-v_{0}(x)\right)^{+} d x \tag{1.5}
\end{equation*}
$$

where we use the notation $r^{+}=\max (r, 0)$.
Changing the places of $u$ and $v$ in (1.5), we obtain the inequality

$$
\begin{equation*}
\int_{P}(v(t, x)-u(t, x))^{+} d x \leq \int_{P}\left(v_{0}(x)-u_{0}(x)\right)^{+} d x \tag{1.6}
\end{equation*}
$$

Putting inequalities (1.5), (1.6) together, we derive the following $L^{1}$ contraction property: for almost all $t>0$

$$
\begin{equation*}
\int_{P}|u(t, x)-v(t, x)| d x \leq \int_{P}\left|u_{0}(x)-v_{0}(x)\right| d x \tag{1.7}
\end{equation*}
$$

As was established by G.-Q. Chen and H. Frid [2], under the conditions $\varphi(u) \in$ $C^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
\forall(\tau, \xi) \in \mathbb{R}^{n+1},(\tau, \xi) \neq 0, \quad \operatorname{meas}\left\{u \in \mathbb{R} \mid \tau+\varphi^{\prime}(u) \cdot \xi=0\right\}=0 \tag{1.8}
\end{equation*}
$$

the following decay property holds for bounded space-periodic entropy solutions $u(t, x)$ of (1.1), (1.2):

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\operatorname{ess} \lim } u(t, \cdot)=\text { const }=\frac{1}{|P|} \int_{P} u_{0}(x) d x \text { in } L^{1}(P) . \tag{1.9}
\end{equation*}
$$

Here $|P|$ denotes the Lebesgue measure of $P$.
In the present paper we generalize this result to the case of renormalized entropy solutions of (1.1), (1.2) and propose the following necessary and sufficient condition for the decay property
$\forall \xi \in L^{\prime}, \xi \neq 0$, the function $u \rightarrow \varphi(u) \cdot \xi$ is not affine on non-empty intervals,
where $L^{\prime}=\left\{\xi \in \mathbb{R}^{n} \mid \xi \cdot e_{i} \in \mathbb{Z} \forall i=1, \ldots, n\right\}$ is the dual lattice to the lattice of periods $L=\left\{x=\sum_{i=1}^{n} k_{i} e_{i} \mid k_{i} \in \mathbb{Z}, i=1, \ldots, n\right\}, \mathbb{Z}$ being the set of integers. Thus, our main result is the following theorem.

Theorem 1.4. Every r.e.s. of equation (1.1) satisfies the decay property (1.9) if and only if condition (1.10) holds.

In the case when the basis of periods is not fixed and may depend on a solution, the statement of Theorem 1.4 remains valid after replacement of condition (1.10) by the following stronger one:
$\forall \xi \in \mathbb{R}^{n}, \xi \neq 0$, the function $u \rightarrow \varphi(u) \cdot \xi$ is not affine on non-empty intervals.
Obviously, condition (1.11) is strictly weaker than (1.8) even in the case of smooth flux $\varphi(u)$.
2. Preliminaries. The following technical lemma is rather well-known (cf. [9, Lemma 3.3]):

Lemma 2.1. Let $\mu$ be locally finite space-periodic Borel measure on $\Pi ; q(t) \in$ $C_{0}((0,+\infty))$, $p(y) \in C_{0}\left(\mathbb{R}^{n}\right)$. Then, as $\nu \rightarrow \infty$

$$
\nu^{-n} \int q(t) p(x / \nu) d \mu(t, x) \rightarrow \int_{(0,+\infty) \times P} q(t) d \mu(t, x) \int_{\mathbb{R}^{n}} p(y) d y .
$$

Proof. For the sake of completeness we put below the proof. Let us define locally finite Borel measure $m(x)$ on $\mathbb{R}^{n}$, setting:

$$
\langle m, p(x)\rangle=\int q(t) p(x) d \mu(t, x), \quad p(x) \in C_{0}\left(\mathbb{R}^{n}\right)
$$

It is clear that $m$ is periodic and

$$
\begin{equation*}
\nu^{-n} \int q(t) p(x / \nu) d \mu(t, x)=\int p(y) d m_{\nu}(y) \tag{2.1}
\end{equation*}
$$

where $m_{\nu}=\nu^{-n} g_{\nu}^{*} m$ while $g_{\nu}^{*} m$ is the image of $m$ under the linear map $y=g_{\nu}(x)=$ $x / \nu$. In other words, for each Borel set $B \subset \mathbb{R}^{n}$ we have $m_{\nu}(B)=\nu^{-n} m(\nu B)$. It is well-known (see, for example, [23]) that the sequence $m_{\nu}(y)$ weakly converges as $\nu \rightarrow \infty$ to the measure $C d y$, proportional to the Lebesgue measure $d y$ on $\mathbb{R}^{n}$ with the constant

$$
C=m(P)=\int_{(0,+\infty) \times P} q(t) d \mu(t, x) .
$$

Therefore, as $\nu \rightarrow \infty$

$$
\begin{gathered}
\nu^{-n} \int q(t) p(x / \nu) d \mu(t, x)=\int p(y) d m_{\nu}(y) \rightarrow \\
C \int_{\mathbb{R}^{n}} p(y) d y=\int_{(0,+\infty) \times P} q(t) d \mu(t, x) \int_{\mathbb{R}^{n}} p(y) d y
\end{gathered}
$$

as was to be proved.
We will need some further properties of r.e.s.
Lemma 2.2. If $u(t, x)$ is a r.e.s. of (1.1), (1.2) with initial function $u_{0} \in L^{1}(P)$ then after possible correction on a set of null measure,

$$
\begin{equation*}
u(t, \cdot) \in C\left([0,+\infty), L^{1}(P)\right) \tag{2.2}
\end{equation*}
$$

and for every $t>0$

$$
\begin{array}{r}
\forall R \geq 0 \quad \int_{P}(|u(t, x)|-R)^{+} d x \leq \int_{P}\left(\left|u_{0}(x)\right|-R\right)^{+} d x \\
\int_{P} u(t, x) d x=\int_{P} u_{0}(x) d x \tag{2.4}
\end{array}
$$

Proof. Evidently, the constants $\pm R$ are e.s. of (1.1). Therefore, they are r.e.s. of (1.1) as well, and by Proposition 1.3 the following inequalities hold for almost all $t>0$ :
$\int_{P}(u(t, x)-R)^{+} d x \leq \int_{P}\left(u_{0}(x)-R\right)^{+} d x, \quad \int_{P}(-R-u(t, x))^{+} d x \leq \int_{P}\left(-R-u_{0}(x)\right)^{+} d x$.
Putting these inequalities together, we obtain that relation (2.3) holds for almost all $t>0$. Taking $R=0$ in this relation, we derive that $u(t, \cdot) \in L^{1}(P)$ for almost all $t>0$ and

$$
\begin{equation*}
\int_{P}|u(t, x)| d x \leq \int_{P}\left|u_{0}(x)\right| d x . \tag{2.5}
\end{equation*}
$$

We define the sequence $v_{k}(t, x)=s_{-k, k}(u(t, x)), k \in \mathbb{N}$. If $a, b \in \mathbb{R}, a \leq b$, then $s_{a, b}\left(v_{k}\right)=s_{a^{\prime}, b^{\prime}}(u)$ whenever $a^{\prime}=\max (a,-k) \leq b^{\prime}=\min (b, k)$ (that is, $[a, b] \cap$ $[-k, k] \neq \emptyset)$ while $s_{a, b}\left(v_{k}\right)=c=\left\{\begin{array}{lll}a & , & a>k, \\ b & b<-k,\end{array}\right.$ otherwise. Therefore,

$$
\begin{equation*}
\left(s_{a, b}\left(v_{k}\right)\right)_{t}+\operatorname{div}_{x} \varphi\left(s_{a, b}\left(v_{k}\right)\right)=\gamma_{a, b}^{k} \in M_{l o c}(\Pi) \text { in } \mathcal{D}^{\prime}(\Pi) \tag{2.6}
\end{equation*}
$$

where the measure $\gamma_{a, b}^{k}= \begin{cases}\mu_{b^{\prime}}-\mu_{a^{\prime}} & , \quad a^{\prime}<b^{\prime} \\ 0 & , \quad a^{\prime} \geq b^{\prime} .\end{cases}$
Relation (2.6) means that $v_{k}(t, x)$ is a quasi-solution of (1.1) in the sense of $[16,17]$. We fix $t_{0} \geq 0$. Then by [16, Theorem 1.2, Corolary 7.1] there exist strong traces $v_{k}\left(t_{0}+, x\right)=\underset{t \rightarrow t_{0}+}{\operatorname{ess} \lim } v_{k}(t, x)$ and $v_{k}\left(t_{0}-, x\right)=\underset{t \rightarrow t_{0}-}{\operatorname{ess} \lim } v_{k}(t, x)\left(\right.$ in the case $\left.t_{0}>0\right)$ in $L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$ (and therefore in $L^{1}(P)$ as well). By (2.3) with $R=k$, we see that for almost all $t>0$ and all $k, l \in \mathbb{N}, l>k$

$$
\begin{array}{r}
\int_{P}\left|v_{l}(t, x)-v_{k}(t, x)\right| d x \leq \int_{P}\left|u(t, x)-v_{k}(t, x)\right| d x= \\
\int_{P}(|u(t, x)|-k)^{+} d x \leq I_{k} \doteq \int_{P}\left(\left|u_{0}(x)\right|-k\right)^{+} d x
\end{array}
$$

This implies that

$$
\begin{equation*}
\int_{P}\left|v_{l}\left(t_{0} \pm, x\right)-v_{k}\left(t_{0} \pm, x\right)\right| d x \leq I_{k} \tag{2.7}
\end{equation*}
$$

Since $I_{k} \rightarrow 0$ as $k \rightarrow \infty$, it follows from the above estimate that $\left\{v_{k}\left(t_{0} \pm, x\right)\right\}_{k \in \mathbb{N}}$ are Cauchy sequences in $L^{1}(P)$. Therefore there exist functions $u\left(t_{0} \pm, x\right) \in L^{1}(P)$ such that $v_{k}\left(t_{0} \pm, x\right) \rightarrow u\left(t_{0} \pm, x\right)$ in $L^{1}(P)$ as $k \rightarrow \infty$. Passing in (2.7) to the limit as $l \rightarrow \infty$ we find that

$$
\begin{equation*}
\int_{P}\left|u\left(t_{0} \pm, x\right)-v_{k}\left(t_{0} \pm, x\right)\right| d x \leq I_{k} \tag{2.8}
\end{equation*}
$$

Recall that also for almost every $t>0$

$$
\begin{equation*}
\int_{P}\left|u(t, x)-v_{k}(t, x)\right| d x \leq I_{k} \tag{2.9}
\end{equation*}
$$

In view of (2.8), (2.9)

$$
\begin{array}{r}
\underset{t \rightarrow t_{0} \pm}{\operatorname{ess} \limsup } \int_{P}\left|u(t, x)-u\left(t_{0} \pm, x\right)\right| d x \leq \underset{t \rightarrow t_{0} \pm}{\operatorname{ess} \limsup }\left(\int_{P}\left|v_{k}(t, x)-v_{k}\left(t_{0} \pm, x\right)\right| d x+\right. \\
\left.\int_{P}\left|u(t, x)-v_{k}(t, x)\right| d x+\int_{P}\left|u\left(t_{0} \pm, x\right)-v_{k}\left(t_{0} \pm, x\right)\right| d x\right) \leq 2 I_{k}
\end{array}
$$

and since $I_{k} \rightarrow 0$ as $k \rightarrow \infty$, we conclude that

$$
\begin{equation*}
\underset{t \rightarrow t_{0} \pm}{\operatorname{ess}} \lim _{P}\left|u(t, x)-u\left(t_{0} \pm, x\right)\right| d x=0 \tag{2.10}
\end{equation*}
$$

Now, we will demonstrate that $u\left(t_{0}+, x\right)=u\left(t_{0}-, x\right)$ for each $t_{0}>0$. Since $v_{k}(t, x)=$ $s_{-k, k}(u(t, x))$ then

$$
\left(v_{k}\right)_{t}+\operatorname{div}_{x} \varphi\left(v_{k}\right)=\gamma_{k}=\mu_{k}-\mu_{-k}
$$

and by [16, Corolary 7.1] for each $f(x) \in C_{0}(P)$

$$
\begin{equation*}
\int_{P}\left(v_{k}\left(t_{0}+, x\right)-v_{k}\left(t_{0}-, x\right)\right) f(x) d x=\int_{\left\{t_{0}\right\} \times P} f(x) d \gamma_{k}(t, x) \leq\|f\|_{\infty} \varepsilon_{k} \tag{2.11}
\end{equation*}
$$

where $\varepsilon_{k}=\mu_{k}\left(\left\{t_{0}\right\} \times P\right)+\mu_{-k}\left(\left\{t_{0}\right\} \times P\right) \rightarrow 0$ as $k \rightarrow \infty$. It follows from relations (2.8), (2.11) that

$$
\begin{array}{r} 
\pm \int_{P}\left(u\left(t_{0}+, x\right)-u\left(t_{0}-, x\right)\right) f(x) d x= \pm \int_{P}\left(u\left(t_{0}+, x\right)-v_{k}\left(t_{0}+, x\right)\right) f(x) d x \\
\pm \int_{P}\left(v_{k}\left(t_{0}+, x\right)-v_{k}\left(t_{0}-, x\right)\right) f(x) d x \pm \int_{P}\left(v_{k}\left(t_{0}-, x\right)-u\left(t_{0}-, x\right)\right) f(x) d x \\
\leq\|f\|_{\infty}\left(2 I_{k}+\varepsilon_{k}\right)
\end{array}
$$

Passing in this inequality to the limit as $k \rightarrow \infty$, we arrive at the equality

$$
\int_{P}\left(u\left(t_{0}+, x\right)-u\left(t_{0}-, x\right)\right) f(x) d x=0
$$

Since the function $f(x) \in C_{0}(P)$ is arbitrary, we conclude that $u\left(t_{0}+, x\right)=u\left(t_{0}-, x\right)$ almost everywhere on $P$. Hence, for $t_{0}>0$ there exists the essential limit

$$
\underset{t \rightarrow t_{0}}{\operatorname{ess} \lim } u(t, x)=u\left(t_{0}+, x\right) \text { in } L^{1}(P) .
$$

From this relation it follows that for each $T>0$

$$
\frac{1}{h} \int_{0}^{h}\left(\int_{[0, T] \times P}|u(t+\tau, x)-u(t, x)| d t d x\right) d \tau \underset{h \rightarrow 0}{\rightarrow} \int_{[0, T] \times P}|u(t+, x)-u(t, x)| d t d x
$$

On the other hand, by the known property of integrable functions,

$$
\frac{1}{h} \int_{0}^{h}\left(\int_{[0, T] \times P}|u(t+\tau, x)-u(t, x)| d t d x\right) d \tau \underset{h \rightarrow 0}{\rightarrow} 0
$$

and we claim that for all $T>0$

$$
\int_{[0, T] \times P}|u(t+, x)-u(t, x)| d t d x=0 .
$$

Therefore, $u(t, x)=u(t+, x)$ almost everywhere on $\Pi$ and, evidently, the function $u(t+, x) \in C\left([0,+\infty), L^{1}(P)\right)$.

Hence, without lost of generality we may initially assume that $u(t, \cdot) \in$ $C\left([0,+\infty), L^{1}(P)\right)$. Then inequalities (1.5), (1.7), (2.3) hold for all $t>0$ (without exemption of a set of null measure).

To prove (2.4), we choose nonnegative functions $p(y) \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), q(t) \in$ $C_{0}^{\infty}((0,+\infty))$ such that $\int_{\mathbb{R}^{n}} p(y) d y=1$ and set $p_{\nu}(x)=\nu^{-n} p(x / \nu), \nu \in \mathbb{N}$. Applying relation (1.4) to the test function $f(t, x)=p_{\nu}(x) q(t)$, we arrive at the relation

$$
\begin{array}{r}
\int_{\Pi} s_{a, b}(u) q^{\prime}(t) p_{\nu}(x) d t d x+\nu^{-n-1} \int_{\Pi} \varphi\left(s_{a, b}(u)\right) \cdot \nabla_{y} p(x / \nu) q(t) d t d x= \\
\int q(t) p_{\nu}(x) d \mu_{a}(t, x)-\int q(t) p_{\nu}(x) d \mu_{b}(t, x)
\end{array}
$$

Passing to the limit as $\nu \rightarrow \infty$ in the above equality with the help of Lemma 2.1, we obtain that

$$
\begin{equation*}
\int_{\mathbb{R}_{+} \times P} s_{a, b}(u) q^{\prime}(t) d t d x=\int_{\mathbb{R}_{+} \times P} q(t) d \mu_{a}(t, x)-\int_{\mathbb{R}_{+} \times P} q(t) d \mu_{b}(t, x) \tag{2.12}
\end{equation*}
$$

We chose $T>0$ such that $\operatorname{supp} q(t) \subset(0, T)$. Then for $k \in \mathbb{N}$

$$
\begin{equation*}
0 \leq \int_{\mathbb{R}_{+} \times P} q(t) d \mu_{ \pm k}(t, x) \leq\|q\|_{\infty} \mu_{ \pm k}((0, T) \times P) \underset{k \rightarrow \infty}{\rightarrow} 0 \tag{2.13}
\end{equation*}
$$

Since $\left|s_{-k, k}(u)\right| \leq|u|$ while, in view of (2.5),

$$
\begin{aligned}
\int_{\mathbb{R}_{+} \times P}\left|u(t, x) \| q^{\prime}(t)\right| d t d x & \leq\left\|q^{\prime}\right\|_{\infty} \int_{(0, T) \times P}|u(t, x)| d t d x \\
& \leq T\left\|q^{\prime}\right\|_{\infty} \int_{P}\left|u_{0}(x)\right| d x<+\infty
\end{aligned}
$$

then by the Lebesgue dominated convergence theorem and relation (2.13) we derive from (2.12) with $-a=b=k$ in the limit as $k \rightarrow+\infty$ that

$$
\int_{\mathbb{R}_{+} \times P} u(t, x) q^{\prime}(t) d t d x=0
$$

that is, for each $q(t) \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right), q(t) \geq 0$

$$
\int_{0}^{+\infty} I(t) q^{\prime}(t) d t=0, \quad \text { where } I(t)=\int_{P} u(t, x) d x
$$

Since every function $q(t) \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$is the difference of two nonnegative functions from $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, then the above relation remains valid for all $q(t) \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, that is, $I^{\prime}(t)=0$ in $\mathcal{D}^{\prime}\left(\mathbb{R}_{+}\right)$. This implies that for all $t>0$

$$
I(t)=\text { const }=I(0)=\int_{P} u_{0}(x) d x
$$

and completes the proof.
Lemma 2.3. Let $u=u(t, x)$ be a r.e.s. of (1.1), (1.2), and $\mu_{p} \in M_{l o c}(\Pi), p \in \mathbb{R}$, be the family of defect measures from condition (1.4). Then

$$
\mu_{p}\left(\mathbb{R}_{+} \times P\right) \leq \int_{P}\left(\left|u_{0}(x)\right|-|p|\right)^{+} d x
$$

Proof. We choose a function $\rho(s) \in C_{0}^{\infty}(\mathbb{R})$ such that supp $\rho(s) \subset[0,1], \rho(s) \geq 0$, $\int_{-\infty}^{+\infty} \rho(s) d s=1$ and set for $\nu \in \mathbb{N} \delta_{\nu}(s)=\nu \rho(\nu s)$. Obviously, the sequence $\delta_{\nu}(s)$ converges as $\nu \rightarrow \infty$ to the Dirac $\delta$-measure in $\mathcal{D}^{\prime}(\mathbb{R})$. Let

$$
\theta_{\nu}(t)=\int_{-\infty}^{t} \delta_{\nu}(s) d s=\int_{-\infty}^{\nu t} \rho(s) d s
$$

It is clear that the sequence $\theta_{\nu}(t)$ converges pointwise as $\nu \rightarrow \infty$ to the Heaviside function $\theta(t)=(\operatorname{sign} t)^{+}=\left\{\begin{array}{ll}1, & t>0, \\ 0, & t \leq 0 .\end{array}\right.$ We choose $t_{0}, t_{1} \in \mathbb{R}_{+}, t_{1}>t_{0}$ and set

$$
q_{\nu}(t)=\theta_{\nu}\left(t-t_{0}\right)-\theta_{\nu}\left(t-t_{1}\right) .
$$

Obviously, $0 \leq q_{\nu}(t) \leq 1$ and $q_{\nu}(t)$ converges pointwise as $\nu \rightarrow \infty$ to the indicator function $\chi_{\left(t_{0}, t_{1}\right]}(t)$ of the segment $\left(t_{0}, t_{1}\right]$. Taking $q=q_{\nu}(t)$ in relation (2.12), we obtain the equality
$\int_{0}^{+\infty} I_{a, b}(t)\left(\delta_{\nu}\left(t-t_{0}\right)-\delta_{\nu}\left(t-t_{1}\right)\right) d t=\int_{\mathbb{R}_{+} \times P} q_{\nu}(t) d \mu_{a}(t, x)-\int_{\mathbb{R}_{+} \times P} q_{\nu}(t) d \mu_{b}(t, x)$,
where $I_{a, b}(t)=\int_{P} s_{a, b}(u(t, x)) d x \in C([0,+\infty))$. Passing in this relation to the limit as $\nu \rightarrow \infty$ and taking into account that $\chi_{\nu}(t) \underset{\nu \rightarrow \infty}{\rightarrow} \chi_{\left(t_{0}, t_{1}\right]}(t)$ pointwise, we arrive at the equality

$$
\begin{equation*}
I_{a, b}\left(t_{0}\right)-I_{a, b}\left(t_{1}\right)=\mu_{a}\left(\left(t_{0}, t_{1}\right] \times P\right)-\mu_{b}\left(\left(t_{0}, t_{1}\right] \times P\right) \tag{2.14}
\end{equation*}
$$

In view of the initial requirement in Definition 1.2 ( or relation (2.2) ), as $t_{0} \rightarrow 0$

$$
I_{a, b}\left(t_{0}\right) \rightarrow I_{a, b}(0)=\int_{P} s_{a, b}\left(u_{0}(x)\right) d x
$$

and it follows from (2.14) in the limit as $t_{0} \rightarrow 0$ that for all $t=t_{1}>0$

$$
\begin{array}{r}
\int_{P} s_{a, b}(u(t, x)) d x-\int_{P} s_{a, b}\left(u_{0}(x)\right) d x=I_{a, b}(t)-I_{a, b}(0)= \\
\mu_{b}((0, t] \times P)-\mu_{a}((0, t] \times P) \tag{2.15}
\end{array}
$$

Let us assume first that $p \geq 0$. Taking in (2.15) $a=p, b>p$, and passing to the limit as $b \rightarrow+\infty$, we find that

$$
\int_{P} \max (u(t, x), p) d x-\int_{P} \max \left(u_{0}(x), p\right) d x=-\mu_{p}((0, t] \times P)
$$

(we take here into account that $\mu_{b}((0, t] \times P) \rightarrow 0$ as $b \rightarrow \infty$ by the definition of r.e.s.). Therefore,

$$
\begin{array}{r}
\mu_{p}((0, t] \times P)=\int_{P}\left[\max \left(u_{0}(x), p\right)-\max (u(t, x), p)\right] d x \leq \\
\int_{P}\left[\max \left(u_{0}(x), p\right)-p\right] d x=\int_{P}\left(u_{0}(x)-p\right)^{+} d x \leq \int_{P}\left(\left|u_{0}(x)\right|-|p|\right)^{+} d x \tag{2.16}
\end{array}
$$

In the case $p<0$, we take in (2.15) $b=p, a<b$ and pass to the limit as $a \rightarrow-\infty$, deriving the relation

$$
\int_{P} \min (u(t, x), p) d x-\int_{P} \min \left(u_{0}(x), p\right) d x=\mu_{p}((0, t] \times P)
$$

which implies

$$
\begin{array}{r}
\mu_{p}((0, t] \times P)=\int_{P}\left[\min (u(t, x), p)-\min \left(u_{0}(x), p\right)\right] d x \leq \\
\int_{P}\left[p-\min \left(u_{0}(x), p\right)\right] d x=\int_{P}\left(p-u_{0}(x)\right)^{+} d x \leq \int_{P}\left(\left|u_{0}(x)\right|-|p|\right)^{+} d x \tag{2.17}
\end{array}
$$

To conclude the proof, we only need to pass to the limit in relations (2.16), (2.17) as $t \rightarrow+\infty$.

If $u(t, x)$ is a r.e.s. of (1.1), (1.2) then for each $h \in \mathbb{R}^{n}$ the function $u(t, x+h)$ is a r.e.s. of (1.1), (1.2) with initial function $u_{0}(x+h)$. By (1.7) and (2.2) for each $t>0$ and all $h \in \mathbb{R}^{n}$

$$
\begin{equation*}
\int_{P}|u(t, x+h)-u(t, x)| d x \leq \int_{P}\left|u_{0}(x+h)-u_{0}(x)\right| d x \tag{2.18}
\end{equation*}
$$

which implies that the family of functions $u(t, \cdot), t>0$, is precompact in $L^{1}(P)$. This allows to derive the following result.

Lemma 2.4. Let $s(u)$ be a bounded Lipschitz function, $v(t, x)=s(u(t, x))$, and

$$
v(t, x)=\sum_{\kappa \in L^{\prime}} a_{\kappa}(t) e^{2 \pi i \kappa \cdot x}
$$

be the Fourier series of $v(t, \cdot)$ in $L^{2}\left(\mathbb{R}^{n}\right)$, so that

$$
a_{\kappa}(t)=|P|^{-1} \int_{P} e^{-2 \pi i \kappa \cdot x} v(t, x) d x .
$$

Then this series converges to $v(t, \cdot)$ in $L^{2}(P)$ uniformly with respect to $t$, that is, for each $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that

$$
\begin{equation*}
|P| \sum_{\kappa \in L^{\prime},|\kappa|>N}\left|a_{\kappa}(t)\right|^{2}<\varepsilon^{2} \quad \forall t>0 . \tag{2.19}
\end{equation*}
$$

Proof. Taking (2.18) into account, we find that for all $t>0$

$$
\begin{array}{r}
\int_{P}|v(t, x+h)-v(t, x)|^{2} d x \leq \\
\|v(t, x+h)-v(t, x)\|_{\infty} \int_{P}|v(t, x+h)-v(t, x)|^{2} d x \leq \\
2 L \max |s(u)| \int_{P}|u(t, x+h)-u(t, x)| d x \leq \\
2 L \max |s(u)| \int_{P}\left|u_{0}(x+h)-u_{0}(x)\right| d x \tag{2.20}
\end{array}
$$

where $L$ is a Lipschitz constant of $s(u)$. In view of (2.20), the set of functions $F=$ $\{v(t, \cdot) \mid t>0\}$ is precompact in $L^{2}(P)$. By Hausdorff's compactness criterion there exists a finite $\varepsilon / 2$-net $\left\{g_{k}(x)\right\}_{k=1}^{m}$ for $F$ in $L^{2}(P)$. Let $b_{\kappa, k}=|P|^{-1} \int_{P} e^{-2 \pi i \kappa \cdot x} g_{k}(x) d x$, $\kappa \in L^{\prime}$, be Fourier coefficients of $g_{k}(x)$. Observe that

$$
|P| \sum_{\kappa \in L^{\prime}}\left|b_{\kappa, k}\right|^{2}=\left\|g_{k}\right\|_{L^{2}(P)}^{2}<+\infty
$$

Therefore, there exists an integer $N$ such that

$$
\begin{equation*}
|P| \sum_{\kappa \in L^{\prime},|\kappa|>N}\left|b_{\kappa, k}\right|^{2}<\varepsilon^{2} / 4 \tag{2.21}
\end{equation*}
$$

for all $k=1, \ldots, m$. Since $\left\{g_{k}(x)\right\}_{k=1}^{m}$ is a $\varepsilon / 2$-net for $F$ then for each $t>0$ one can find such $k \in\{1, \ldots, m\}$ that

$$
\begin{equation*}
|P| \sum_{\kappa \in L^{\prime}}\left|a_{\kappa}(t)-b_{\kappa, k}\right|^{2}=\left\|v(t, \cdot)-g_{k}\right\|_{L^{2}(P)}^{2}<\varepsilon^{2} / 4 \tag{2.22}
\end{equation*}
$$

In view of (2.21), (2.22) and Minkowski inequality we find

$$
\begin{aligned}
\left(|P| \sum_{\kappa \in L^{\prime},|\kappa|>N}\left|a_{\kappa}(t)\right|^{2}\right)^{1 / 2} \leq & \left(|P| \sum_{\kappa \in L^{\prime},|\kappa|>N}\left|a_{\kappa}(t)-b_{\kappa, k}\right|^{2}\right)^{1 / 2}+ \\
& \left(|P| \sum_{\kappa \in L^{\prime},|\kappa|>N}\left|b_{\kappa, k}\right|^{2}\right)^{1 / 2}<\varepsilon
\end{aligned}
$$

and (2.19) follows.
To prove Theorem 1.4, we use, as in [2], the strong pre-compactness property for the self-similar scaling sequence $u_{k}=u(k t, k x), k \in \mathbb{N}$. This pre-compactness property will be obtained under condition (1.10) with the help of localization principles for H measures with "continuous indexes", introduced in $[11,12]$.

First, we recall the original concept of $H$-measure invented by L. Tartar [22] and, independently, by P. Gerárd [4]. Let

$$
F(u)(\xi)=\int_{\mathbb{R}^{N}} e^{-2 \pi i \xi \cdot x} u(x) d x, \quad \xi \in \mathbb{R}^{N}
$$

be the Fourier transform extended as an unitary operator on the Hilbert space of functions $u(x) \in L^{2}\left(\mathbb{R}^{N}\right), S=S^{N-1}=\left\{\xi \in \mathbb{R}^{N} \quad| | \xi \mid=1\right\}$ be the unit sphere in $\mathbb{R}^{N}$. Denote by $u \rightarrow \bar{u}, u \in \mathbb{C}$ the complex conjugation.

Let $\Omega$ be an open domain in $\mathbb{R}^{N}$, and let $U_{k}(x) \in L_{l o c}^{2}(\Omega)$ be a sequence weakly convergent to the zero function.

Proposition 2.5 (see Theorem 1.1 in [22]). There exists a nonnegative Borel measure $\mu$ in $\Omega \times S$ and a subsequence $U_{r}(x)=U_{k}(x), k=k_{r}$, such that

$$
\begin{equation*}
\left\langle\mu, \Phi_{1}(x) \overline{\Phi_{2}(x)} \psi(\xi)\right\rangle=\lim _{r \rightarrow \infty} \int_{\mathbb{R}^{N}} F\left(\Phi_{1} U_{r}\right)(\xi) \overline{F\left(\Phi_{2} U_{r}\right)(\xi)} \psi\left(\frac{\xi}{|\xi|}\right) d \xi \tag{2.23}
\end{equation*}
$$

for all $\Phi_{1}(x), \Phi_{2}(x) \in C_{0}(\Omega)$ and $\psi(\xi) \in C(S)$.
The measure $\mu$ is called the Tartar $H$-measure corresponding to $U_{r}(x)$.
Remark 2.6. In the case when the sequence $U_{k}(x)$ is bounded in $L^{\infty}(\Omega)$ it follows from (2.23) and the Plancherel identity that $\mathrm{pr}_{x}\left|\mu^{p q}\right| \leq C$ meas, and that (2.23) remains valid for all $\Phi_{1}(x), \Phi_{2}(x) \in L^{2}(\Omega)$, cf. [18, Remark 2(a)]. Here we denote by $|\mu|$ the variation of measure $\mu$ (it is a nonnegative measure), and by meas the Lebesgue measure on $\Omega$.

We need also the concept of measure valued functions (Young measures). Recall (see $[3,21]$ ) that a measure-valued function on a domain $\Omega \subset \mathbb{R}^{N}$ is a weakly measurable map $x \rightarrow \nu_{x}$ of $\Omega$ into the space $\operatorname{Prob}_{0}(\mathbb{R})$ of probability Borel measures with compact support in $\mathbb{R}$.

The weak measurability of $\nu_{x}$ means that for each continuous function $g(\lambda)$ the function $x \rightarrow\left\langle\nu_{x}, g(\lambda)\right\rangle=\int g(\lambda) d \nu_{x}(\lambda)$ is measurable on $\Omega$.

Measure-valued functions of the kind $\nu_{x}(\lambda)=\delta(\lambda-u(x))$, where $u(x) \in L^{\infty}(\Omega)$ and $\delta\left(\lambda-u^{*}\right)$ is the Dirac measure at $u^{*} \in \mathbb{R}$, are called regular. We identify these measure-valued functions and the corresponding functions $u(x)$, so that there is a natural embedding of $L^{\infty}(\Omega)$ into the set $\operatorname{MV}(\Omega)$ of measure-valued functions on $\Omega$.

Measure-valued functions naturally arise as weak limits of bounded sequences in $L^{\infty}(\Omega)$ in the sense of the following theorem by L. Tartar [21].

Theorem 2.7. Let $u_{k}(x) \in L^{\infty}(\Omega), k \in \mathbb{N}$, be a bounded sequence. Then there exist a subsequence (we keep the notation $u_{k}(x)$ for this subsequence) and a measure valued function $\nu_{x} \in \operatorname{MV}(\Omega)$ such that

$$
\begin{equation*}
\forall g(\lambda) \in C(\mathbb{R}) \quad g\left(u_{k}\right) \underset{k \rightarrow \infty}{\rightarrow}\left\langle\nu_{x}, g(\lambda)\right\rangle \quad \text { weakly-* in } L^{\infty}(\Omega) \tag{2.24}
\end{equation*}
$$

Besides, $\nu_{x}$ is regular, i.e., $\nu_{x}(\lambda)=\delta(\lambda-u(x))$ if and only if $u_{k}(x) \underset{k \rightarrow \infty}{\rightarrow} u(x)$ in $L_{\text {loc }}^{1}(\Omega)$ (strongly).

In [11] the new concept of $H$-measures with "continuous indexes" was introduced, corresponding to sequences of measure valued functions. We describe this concept in
the particular case of "usual" sequences in $L^{\infty}(\Omega)$. Let $u_{k}(x)$ be a bounded sequence in $L^{\infty}(\Omega)$. Passing to a subsequence if necessary, we can suppose that this sequence converges to a measure valued function $\nu_{x} \in \operatorname{MV}(\Omega)$ in the sense of relation (2.24). We introduce the measures $\gamma_{x}^{k}(\lambda)=\delta\left(\lambda-u_{k}(x)\right)-\nu_{x}(\lambda)$ and the corresponding distribution functions $U_{k}(x, p)=\gamma_{x}^{k}((p,+\infty))$, $u_{0}(x, p)=\nu_{x}((p,+\infty))$ on $\Omega \times \mathbb{R}$. Observe that $U_{k}(x, p), u_{0}(x, p) \in L^{\infty}(\Omega)$ for all $p \in \mathbb{R}$, see [11, Lemma 2]. We define the set

$$
E=E\left(\nu_{x}\right)=\left\{p_{0} \in \mathbb{R} \mid u_{0}(x, p) \underset{p \rightarrow p_{0}}{\rightarrow} u_{0}\left(x, p_{0}\right) \text { in } L_{l o c}^{1}(\Omega)\right\} .
$$

As was shown in [11, Lemma 4], the complement $\mathbb{R} \backslash E$ is at most countable and if $p \in E$ then $U_{k}(x, p) \underset{k \rightarrow \infty}{\longrightarrow} 0$ weakly-* in $L^{\infty}(\Omega)$.

The next result, similar to Proposition 2.5, has been established in [11, Theorem 3], [13, Proposition 2, Lemma 2].

Proposition 2.8. 1) There exists a family of locally finite complex Borel measures $\left\{\mu^{p q}\right\}_{p, q \in E}$ in $\Omega \times S$ and a subsequence $U_{r}(x, p)=U_{k_{r}}(x, p)$ such that for all $\Phi_{1}(x), \Phi_{2}(x) \in C_{0}(\Omega)$ and $\psi(\xi) \in C(S)$

$$
\begin{array}{r}
\left\langle\mu^{p q}, \Phi_{1}(x) \overline{\Phi_{2}(x)} \psi(\xi)\right\rangle= \\
\lim _{r \rightarrow \infty} \int_{\mathbb{R}^{N}} F\left(\Phi_{1} U_{r}(\cdot, p)\right)(\xi) \overline{F\left(\Phi_{2} U_{r}(\cdot, q)\right)(\xi)} \psi\left(\frac{\xi}{|\xi|}\right) d \xi \tag{2.25}
\end{array}
$$

2) The correspondence $(p, q) \rightarrow \mu^{p q}$ is a continuous map from $E \times E$ into the space $M_{l o c}(\Omega \times S)$ of locally finite Borel measures on $\Omega \times S$ (with the standard locally convex topology);
3) For any $p_{1}, \ldots, p_{l} \in E$ the matrix $\left\{\mu^{p_{i} p_{j}}\right\}_{i, j=1}^{l}$ is Hermitian and positive semidefinite, that is, for all $\zeta_{1}, \ldots, \zeta_{l} \in \mathbb{C}$ the measure

$$
\sum_{i, j=1}^{l} \mu^{p_{i} p_{j}} \zeta_{i} \overline{\zeta_{j}} \geq 0
$$

Notice that assertion 3) readily follows from relation (2.25).
We call the family of measures $\left\{\mu^{p q}\right\}_{p, q \in E}$ the $H$-measure corresponding to the subsequence $u_{r}(x)=u_{k_{r}}(x)$.

As was demonstrated in [11], the $H$-measure $\mu^{p q}=0$ for all $p, q \in E$ if and only if the subsequence $u_{r}(x)$ converges as $r \rightarrow \infty$ strongly (in $L_{l o c}^{1}(\Omega)$ ). Observe also that assertion 3) in Proposition 2.8 implies that measures $\mu^{p p} \geq 0$ for all $p \in E$, and that

$$
\begin{equation*}
\left|\mu^{p q}(A)\right| \leq \sqrt{\mu^{p p}(A) \mu^{q q}(A)} \tag{2.26}
\end{equation*}
$$

for any Borel set $A \subset \Omega \times S$ and all $p, q \in E$.
3. Main results. We fix a periodic r.e.s. $u=u(t, x)$ of (1.1), (1.2).

Let $s(u)$ be a bounded Lipschitz function, $v(t, x)=s(u(t, x))$, and

$$
\begin{equation*}
v(t, x)=\sum_{\kappa \in L^{\prime}} a_{\kappa}(t) e^{2 \pi i \kappa \cdot x} \tag{3.1}
\end{equation*}
$$

be the Fourier series of $v(t, \cdot)$ in $L^{2}(P)$. Then

$$
v_{k}(t, x)=v(k t, k x)=\sum_{\kappa \in L^{\prime}} a_{\kappa}(k t) e^{2 \pi i k \kappa \cdot x}
$$

which implies that, may be after extraction of a subsequence, $v_{k} \rightharpoonup v^{*}$ as $k \rightarrow \infty$ weakly-* in $L^{\infty}(\Pi)$, where $v^{*}=v^{*}(t)$ being the weak limit of the coefficient $a_{0}(k t)$. Let $\hat{\mu}$ be the Tartar's $H$-measure corresponding to the sequence $v_{r}-v^{*}$, where $v_{r}=$ $v_{k_{r}}(t, x)$ is a subsequence of $v_{k}$.

Lemma 3.1. The following inclusion holds: $\operatorname{supp} \hat{\mu} \subset \Pi \times S_{0}$, where

$$
S_{0}=\left\{\hat{\xi} /|\hat{\xi}| \in S \mid \hat{\xi}=(\tau, \xi) \neq 0, \tau \in \mathbb{R}, \xi \in L^{\prime}\right\}
$$

Proof. For $m \in \mathbb{N}$ we introduce the sets

$$
S_{m}=\left\{\hat{\xi} /|\hat{\xi}| \in S\left|\hat{\xi}=(\tau, \xi) \neq 0, \tau \in \mathbb{R}, \xi \in L^{\prime},|\xi| \leq m\right\}\right.
$$

It is clear that $S_{m}$ is a closed subset of the sphere $S$ (it is the union of the finite set of circles $\left\{(p, q \xi /|\xi|) \mid p^{2}+q^{2}=1\right\}$, where $\left.\xi \in L^{\prime}, 0<|\xi| \leq m\right)$, and $S_{0}=\cup_{m=1}^{\infty} S_{m}$. Let

$$
v(t, x)=s(u(t, x))=\sum_{\kappa \in L^{\prime}} a_{\kappa}(t) e^{2 \pi i \kappa \cdot x}
$$

be the Fourier series for $v(t, \cdot)$ in $L^{2}(P)$. Then

$$
\begin{equation*}
v_{r}(t, x)=v\left(k_{r} t, k_{r} x\right)=\sum_{\kappa \in L^{\prime}} a_{\kappa}\left(k_{r} t\right) e^{2 \pi i k_{r} \kappa \cdot x} . \tag{3.2}
\end{equation*}
$$

We denote $b_{0, r}=a_{0}\left(k_{r} t\right)-v^{*}(t) ; b_{\kappa, r}=a_{\kappa}\left(k_{r} t\right)$, where $\kappa \in L^{\prime}, \kappa \neq 0$. Let $\alpha(t) \in C_{0}\left(\mathbb{R}_{+}\right)$, and $\beta(x) \in L^{2}\left(\mathbb{R}^{n}\right) \cap C^{\infty}\left(\mathbb{R}^{n}\right)$ be such that its Fourier transform is a continuous compactly supported function:

$$
\begin{equation*}
\tilde{\beta}(\xi)=\int_{\mathbb{R}^{n}} e^{-2 \pi i \xi \cdot x} \beta(x) d x \in C_{0}\left(\mathbb{R}^{n}\right) \tag{3.3}
\end{equation*}
$$

We take $R=\max _{\xi \in \operatorname{supp} \tilde{\beta}}|\xi|$. Let $\Phi(t, x)=\alpha(t) \beta(x)$. By (3.2) we find that

$$
\begin{equation*}
\left(v_{r}(t, x)-v^{*}(t)\right) \Phi(t, x)=\sum_{\kappa \in L^{\prime}} b_{\kappa, r}(t) \alpha(t) e^{2 \pi i k_{r} \kappa \cdot x} \beta(x) . \tag{3.4}
\end{equation*}
$$

Observe that the Fourier transform of $e^{2 \pi i k_{r} \kappa \cdot x} \beta(x)$ coincides with $\tilde{\beta}\left(\xi-k_{r} \kappa\right)$. Let

$$
d=\min \left\{|\kappa| \mid \kappa \in L^{\prime}, \kappa \neq 0\right\}>0
$$

Since for $k_{r}>2 R / d$ the supports of the functions $\tilde{\beta}\left(\xi-k_{r} \kappa\right)$ do not intersect for different $\kappa$, then for such $r$ the series

$$
\begin{equation*}
\sum_{\kappa \in L^{\prime}} b_{\kappa, r}(t) \alpha(t) \tilde{\beta}\left(\xi-k_{r} \kappa\right) \tag{3.5}
\end{equation*}
$$

is orthogonal in $L^{2}\left(\mathbb{R}_{\tilde{\sim}}^{n}\right)$ for each $t>0$. Besides, by the Plancherel equality $\left\|\tilde{\beta}\left(\xi-k_{r} \kappa\right)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}=\|\tilde{\beta}\|_{2}=\|\beta\|_{2}$, and

$$
\begin{array}{r}
|P| \sum_{\kappa \in L^{\prime}}\left|b_{\kappa, r}(t) \alpha(t)\right|^{2}\left\|\tilde{\beta}\left(\xi-k_{r} \kappa\right)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}= \\
\left|P\left\|\left.\alpha(t)\right|^{2}\right\| \beta\left\|_{2}^{2} \sum_{\kappa \in L^{\prime}}\left|b_{\kappa, r}(t)\right|^{2}=|\alpha(t)|^{2}\right\| \beta\left\|_{2}^{2} \cdot\right\| v\left(k_{r} t, \cdot\right)-v^{*}(t) \|_{L^{2}(P)}^{2}<+\infty\right.
\end{array}
$$

Therefore, orthogonal series (3.5) converges in $L^{2}\left(\mathbb{R}^{n}\right)$ for each $t>0$. Moreover, by Lemma 2.4

$$
\sum_{\kappa \in L^{\prime},|\kappa|>N}\left|b_{\kappa, r}(t)\right|^{2}=\sum_{\kappa \in L^{\prime},|\kappa|>N}\left|a_{\kappa}\left(k_{r} t\right)\right|^{2} \underset{N \rightarrow \infty}{\rightarrow} 0
$$

uniformly with respect to $t>0$. Hence, series (3.5) converges in $L^{2}\left(\mathbb{R}^{n}\right)$ uniformly with respect to $t$. Since the Fourier transformation is an isomorphism on $L^{2}\left(\mathbb{R}^{n}\right)$, we conclude that series (3.4) also converges in $L^{2}\left(\mathbb{R}^{n}\right)$ (not only in $L^{2}(P)$ ) uniformly with respect to $t$. Since $\alpha(t) \in C_{0}(\mathbb{R})$, this implies that (3.4) converges in $L^{2}(\Pi)$, and

$$
\begin{equation*}
F\left(\left(v_{r}-v\right) \Phi\right)(\hat{\xi})=\sum_{\kappa \in L^{\prime}} F^{t}\left(\alpha b_{\kappa, r}\right)(\tau) \tilde{\beta}\left(\xi-k_{r} \kappa\right), \hat{\xi}=(\tau, \xi), \tag{3.6}
\end{equation*}
$$

where $F^{t}(h)(\tau)=\int_{\mathbb{R}} e^{-2 \pi i \tau t} h(t) d t$ denotes the Fourier transform over the time variable (we extend functions $h(t) \in L^{2}\left(\mathbb{R}_{+}\right)$on the whole line $\mathbb{R}$, setting $h(t)=0$ for $t<0$ ). It follows from (3.6) that for $k_{r}>2 R / d$

$$
\begin{array}{r}
\int_{\mathbb{R}^{n+1}}\left|F\left(\Phi\left(v_{r}-v^{*}\right)\right)(\hat{\xi})\right|^{2} \psi(\hat{\xi} /|\hat{\xi}|) d \hat{\xi}= \\
\sum_{\kappa \in L^{\prime}} \int_{\mathbb{R}^{n+1}}\left|F^{t}\left(\alpha b_{\kappa, r}\right)(\tau)\right|^{2}\left|\tilde{\beta}\left(\xi-k_{r} \kappa\right)\right|^{2} \psi(\hat{\xi} /|\hat{\xi}|) d \hat{\xi} \tag{3.7}
\end{array}
$$

where the function $\psi(\hat{\xi}) \in C(S)$ is arbitrary. Now we fix $\varepsilon>0$. Recall that $b_{\kappa, r}=$ $a_{\kappa}\left(k_{r} t\right)$ for $\kappa \neq 0$, and by Lemma 2.4 there exists $m \in \mathbb{N}$ such that

$$
\begin{array}{r}
\sum_{\kappa \in L^{\prime},|\kappa|>m} \int_{\mathbb{R}^{n+1}}\left|F^{t}\left(\alpha b_{\kappa, r}\right)(\tau)\right|^{2}\left|\tilde{\beta}\left(\xi-k_{r} \kappa\right)\right|^{2} d \hat{\xi}= \\
\sum_{\kappa \in L^{\prime},|\kappa|>m} \int_{\Pi}\left|\alpha(t) a_{\kappa}\left(k_{r} t\right)\right|^{2}|\beta(x)|^{2} d t d x \leq \\
\|\Phi\|_{2}^{2} \cdot \sup _{t>0} \sum_{\kappa \in L^{\prime},|\kappa|>m}\left|a_{\kappa}(t)\right|^{2}<\varepsilon \tag{3.8}
\end{array}
$$

Now we suppose that $\|\psi\|_{\infty} \leq 1$ and $\psi(\hat{\xi})=0$ on the set $S_{m}$. By (3.8)

$$
\begin{equation*}
\sum_{\kappa \in L^{\prime},|\kappa|>m} \int_{\mathbb{R}^{n+1}}\left|F^{t}\left(\alpha b_{\kappa, r}\right)(\tau)\right|^{2}\left|\tilde{\beta}\left(\xi-k_{r} \kappa\right)\right|^{2}|\psi(\hat{\xi} /|\hat{\xi}|)| d \hat{\xi} \leq \varepsilon \tag{3.9}
\end{equation*}
$$

Since continuous function $\psi(\hat{\xi})$ is uniformly continuous on the compact $S$ then we can find such $\delta>0$ that $\left|\psi\left(\hat{\xi}_{1}\right)-\psi\left(\hat{\xi}_{2}\right)\right|<\varepsilon$ whenever $\hat{\xi}_{1}, \hat{\xi}_{2} \in S,\left|\hat{\xi}_{1}-\hat{\xi}_{2}\right|<\delta$. Suppose that $\kappa \neq 0, \tilde{\beta}\left(\xi-k_{r} \kappa\right) \neq 0$. Then $\left|\xi-k_{r} \kappa\right| \leq R$. For a fixed $\tau \in \mathbb{R}$ we denote $\hat{\xi}=(\tau, \xi), \hat{\eta}=\left(\tau, k_{r} \kappa\right)$. As is easy to compute,

$$
\begin{equation*}
\left|\frac{\hat{\xi}}{|\hat{\xi}|}-\frac{\hat{\eta}}{|\hat{\eta}|}\right| \leq \frac{2|\hat{\xi}-\hat{\eta}|}{|\hat{\eta}|}=\frac{2\left|\xi-k_{r} \kappa\right|}{|\hat{\eta}|} \leq 2 R /|\hat{\eta}| . \tag{3.10}
\end{equation*}
$$

Observe that for each nonzero $\kappa \in L^{\prime} \quad|\hat{\eta}| \geq k_{r} d$. Then, by (3.10) we see that for all $r \in \mathbb{N}$ such that $k_{r}>2 R /(d \delta)$ and all $\kappa \in L^{\prime}, 0<|\kappa| \leq m$,

$$
\begin{equation*}
|\psi(\hat{\xi} /|\hat{\xi}|)|=|\psi(\hat{\xi} /|\hat{\xi}|)-\psi(\hat{\eta} /|\hat{\eta}|)|<\varepsilon \tag{3.11}
\end{equation*}
$$

We use here that $\hat{\eta} /|\hat{\eta}| \in S_{m}$ and, therefore, $\psi(\hat{\eta} /|\hat{\eta}|)=0$. In view of (3.11), for all $k_{r}>2 R /(d \delta)$

$$
\begin{array}{r}
\sum_{\kappa \in L^{\prime}, 0<|\kappa| \leq m} \int_{\mathbb{R}^{n+1}}\left|F^{t}\left(\alpha b_{\kappa, r}\right)(\tau)\right|^{2}\left|\tilde{\beta}\left(\xi-k_{r} \kappa\right)\right|^{2}|\psi(\hat{\xi} /|\hat{\xi}|)| d \hat{\xi} \leq \\
\varepsilon \sum_{\kappa \in L^{\prime}, 0<|\kappa| \leq m} \int_{\mathbb{R}^{n+1}}\left|F^{t}\left(\alpha b_{\kappa, r}\right)(\tau)\right|^{2}\left|\tilde{\beta}\left(\xi-k_{r} \kappa\right)\right|^{2} d \hat{\xi} \leq \\
\varepsilon\|\beta\|_{2}^{2} \sum_{\kappa \in L^{\prime}} \int_{\mathbb{R}}\left|\alpha(t) b_{\kappa, r}(t)\right|^{2} d t \leq \varepsilon\|\Phi\|_{2}^{2} \sup _{t>0} \sum_{\kappa \in L^{\prime}}\left|b_{\kappa, r}(t)\right|^{2}= \\
\varepsilon|P|^{-1}\|\Phi\|_{2}^{2} \sup _{t>0}\left\|v\left(k_{r} t, \cdot\right)-v^{*}(t)\right\|_{L^{2}(P)}^{2} \leq C \varepsilon\|\Phi\|_{2}^{2}, \tag{3.12}
\end{array}
$$

where $C=4\|v\|_{\infty}^{2}$. Further, it follows from (3.10) with $\hat{\eta}=(\tau, 0)$ that for $|\xi| \leq R$ and $|\tau|>R_{1}=2 R / \delta$

$$
|\psi(\hat{\xi} /|\hat{\xi}|)|=|\psi(\hat{\xi} /|\hat{\xi}|)-\psi(\tau /|\tau|, 0)|<\varepsilon .
$$

Therefore,

$$
\begin{equation*}
\int_{\mathbb{R}^{n+1}} \theta\left(|\tau|-R_{1}\right)\left|F^{t}\left(\alpha b_{0, r}\right)(\tau)\right|^{2}|\tilde{\beta}(\xi)|^{2}|\psi(\hat{\xi} /|\hat{\xi}|)| d \hat{\xi} \leq C \varepsilon\|\Phi\|_{2}^{2} \tag{3.13}
\end{equation*}
$$

Here $\theta(r)$ is the Heaviside function.
For $|\tau| \leq R_{1}$ we are reasoning in the following way. Since $\alpha(t) b_{0, r}(t)=$ $\alpha(t)\left(a_{0, r}(t)-v^{*}(t)\right) \rightharpoonup 0$ as $r \rightarrow \infty$, and $\left\|\alpha b_{0, r}\right\|_{1} \leq C_{1}=2\|v\|_{\infty}\|\alpha\|_{1}$, the Fourier transform $F^{t}\left(\alpha b_{0, r}\right)(\tau) \underset{r \rightarrow \infty}{\rightarrow} 0$ for all $\tau \in \mathbb{R}$ and uniformly bounded: $\left|F^{t}\left(\alpha b_{0, r}\right)(\tau)\right| \leq$ $C_{1}$. By Lebesgue dominated convergence theorem

$$
\int_{\mathbb{R}} \theta\left(R_{1}-|\tau|\right)\left|F^{t}\left(\alpha b_{0, r}\right)(\tau)\right|^{2} d \tau \underset{r \rightarrow \infty}{\rightarrow} 0
$$

Therefore (recall that $\|\psi\|_{\infty} \leq 1$ ),

$$
\begin{array}{r}
\int_{\mathbb{R}^{n+1}} \theta\left(R_{1}-|\tau|\right)\left|F^{t}\left(\alpha b_{0, r}\right)(\tau)\right|^{2}|\tilde{\beta}(\xi)|^{2}|\psi(\hat{\xi} /|\hat{\xi}|)| d \hat{\xi} \leq \\
\|\beta\|_{2} \int_{\mathbb{R}} \theta\left(R_{1}-|\tau|\right)\left|F^{t}\left(\alpha b_{0, r}\right)(\tau)\right|^{2} d \tau \underset{r \rightarrow \infty}{\rightarrow} 0 . \tag{3.14}
\end{array}
$$

In view of (3.13), (3.14) we find

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \int_{\mathbb{R}^{n+1}}\left|F^{t}\left(\alpha b_{0, r}\right)(\tau)\right|^{2}|\tilde{\beta}(\xi)|^{2}|\psi(\hat{\xi} /|\hat{\xi}|)| d \hat{\xi} \leq C \varepsilon\|\Phi\|_{2}^{2} \tag{3.15}
\end{equation*}
$$

Using (3.7), (3.9), (3.12) and (3.15), we arrive at the relation

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \int_{\mathbb{R}^{n+1}}\left|F\left(\Phi\left(v_{r}-v^{*}\right)\right)(\hat{\xi})\right|^{2}|\psi(\hat{\xi} /|\hat{\xi}|)| d \hat{\xi} \leq C_{2} \varepsilon, \tag{3.16}
\end{equation*}
$$

where $C_{2}$ is a constant independent on $\psi$ and $m$. By the definition of $H$-measure and Remark 2.6

$$
\begin{array}{r}
\lim _{r \rightarrow \infty} \int_{\mathbb{R}^{n+1}}\left|F\left(\Phi\left(v_{r}-v^{*}\right)\right)(\hat{\xi})\right|^{2}|\psi(\hat{\xi} /|\hat{\xi}|)| d \hat{\xi}= \\
\left.\left.\langle\hat{\mu},| \Phi(t, x)\right|^{2}|\psi(\hat{\xi})|\right\rangle=\int_{\Pi \times\left(S \backslash S_{m}\right)}|\Phi(t, x)|^{2}|\psi(\hat{\xi})| d \hat{\mu}(t, x, \hat{\xi}),
\end{array}
$$

and (3.16) implies that

$$
\int_{\Pi \times\left(S \backslash S_{m}\right)}|\Phi(t, x)|^{2} \psi(\hat{\xi}) d \hat{\mu}(t, x, \hat{\xi}) \leq C_{2} \varepsilon
$$

for all $\psi(\hat{\xi}) \in C_{0}\left(\left(S \backslash S_{m}\right)\right)$ such that $0 \leq \psi(\hat{\xi}) \leq 1$. Therefore, we can claim that

$$
\int_{\Pi \times\left(S \backslash S_{m}\right)}|\Phi(t, x)|^{2} d \hat{\mu}(t, x, \hat{\xi}) \leq C_{2} \varepsilon,
$$

and since $S \backslash S_{0} \subset S \backslash S_{m}$, we obtain the relation

$$
\int_{\Pi \times\left(S \backslash S_{0}\right)}|\Phi(t, x)|^{2} d \hat{\mu}(t, x, \hat{\xi}) \leq C_{2} \varepsilon
$$

which holds for arbitrary positive $\varepsilon$. Therefore,

$$
\begin{equation*}
\int_{\Pi \times\left(S \backslash S_{0}\right)}|\Phi(t, x)|^{2} d \hat{\mu}(t, x, \hat{\xi})=0 . \tag{3.17}
\end{equation*}
$$

Since for every point $\left(t_{0}, x_{0}\right) \in \Pi$ one can find functions $\alpha(t), \beta(x)$ with the prescribed above properties in such a way that $\Phi(t, x)=\alpha(t) \beta(x) \neq 0$ in a neighborhood of ( $t_{0}, x_{0}$ ), we derive from (3.17) the desired inclusion supp $\hat{\mu} \subset \Pi \times S_{0}$.

We fix $l \in \mathbb{N}$ and consider the $H$-measure $\left\{\mu^{p q}\right\}_{p, q \in E}$ corresponding to a subsequence $v_{r}=v_{k_{r}}(t, x)$ of the sequence $v_{k}=s_{-l, l}(u(k t, k x)), k \in \mathbb{N}$, defined in accordance with Proposition 2.8.

Theorem 3.2. For every $p, q \in E \operatorname{supp} \mu^{p q} \subset \Pi \times S_{0}$.
Proof. Let $\nu_{t, x}$ be a weak measure valued limit of the sequence $v_{r}$. We introduce measures

$$
\gamma_{t, x}^{r}(\lambda)=\delta\left(\lambda-v_{r}(t, x)\right)-\nu_{t, x}(\lambda),
$$

and set $U_{r}(t, x, p)=\gamma_{t, x}^{r}((p,+\infty))$. Let $s(u) \in C^{1}(\mathbb{R}), r \in \mathbb{N}$. Then $s\left(v_{r}\right) \rightharpoonup v^{*}(t, x)=$ $\int s(\lambda) d \nu_{t, x}(\lambda)$ as $r \rightarrow \infty$ weakly-* in $L^{\infty}(\Pi)$. Integrating by parts, we find that

$$
\begin{equation*}
s\left(v_{r}\right)(t, x)-v^{*}(t, x)=\int s(\lambda) d \gamma_{t, x}^{r}(\lambda)=\int s^{\prime}(\lambda) U_{r}(t, x, \lambda) d \lambda \tag{3.18}
\end{equation*}
$$

(observe that $U_{r}(t, x, \lambda)=0$ for $\left.|\lambda|>l\right)$. Let $\Phi(t, x) \in C_{0}(\Pi), \psi(\hat{\xi}) \in C(S)$. Then, in view of (3.18), we find

$$
\begin{array}{r}
\int_{\mathbb{R}^{n+1}}\left|F\left(\Phi\left(s\left(v_{r}\right)-v^{*}\right)\right)(\hat{\xi})\right|^{2} \psi(\hat{\xi} /|\hat{\xi}|) d \hat{\xi}= \\
\iint s^{\prime}(p) s^{\prime}(q)\left(\int_{\mathbb{R}^{n+1}} F\left(\Phi U_{r}(\cdot, p)\right)(\hat{\xi}) \overline{F\left(\Phi U_{r}(\cdot, q)\right)(\hat{\xi})} \psi(\hat{\xi} /|\hat{\xi}|) d \hat{\xi}\right) d p d q \tag{3.19}
\end{array}
$$

By the definition of $H$-measure, for each $p, q \in E$

$$
\left.\lim _{r \rightarrow \infty} \int_{\mathbb{R}^{n+1}} F\left(\Phi U_{r}(\cdot, p)\right)(\hat{\xi}) \overline{F\left(\Phi U_{r}(\cdot, q)\right)(\hat{\xi})} \psi(\hat{\xi} /|\hat{\xi}|) d \hat{\xi}=\left.\left\langle\mu^{p q},\right| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle
$$

Using Lebesgue dominated convergence theorem, we can pass to the limit as $r \rightarrow \infty$ in equality (3.19) and arrive at

$$
\begin{align*}
& \left.\left.\langle\hat{\mu},| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle=\lim _{r \rightarrow \infty} \int_{\mathbb{R}^{n+1}}\left|F\left(\Phi\left(v_{r}-v\right)\right)(\hat{\xi})\right|^{2} \psi(\hat{\xi} /|\hat{\xi}|) d \hat{\xi}= \\
& \left.\left.\iint s^{\prime}(p) s^{\prime}(q)\left\langle\mu^{p q},\right| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle d p d q, \tag{3.20}
\end{align*}
$$

where $\hat{\mu}=\hat{\mu}(t, x, \hat{\xi})$ is the Tartar's $H$-measure, corresponding to the scalar sequence $s\left(v_{r}\right)-v^{*}$. Observe that $s\left(v_{r}\right)=\tilde{s}\left(u\left(k_{r} t, k_{r} x\right)\right)$, where $\tilde{s}(u)=s\left(s_{-l, l}(u)\right)$ is a bounded Lipschitz function. By Lemma 3.1 we claim that $\operatorname{supp} \hat{\mu} \subset \Pi \times S_{0}$. Clearly, the equality

$$
\left.\left.\left.\langle\hat{\mu},| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle=\left.\iint s^{\prime}(p) s^{\prime}(q)\left\langle\mu^{p q},\right| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle d p d q
$$

remains valid for every Borel function $\psi(\hat{\xi})$. Taking $\psi(\hat{\xi})$ being the indicator function of the set $S \backslash S_{0}$, we obtain the relation

$$
\begin{equation*}
\left.\left.\iint s^{\prime}(p) s^{\prime}(q)\left\langle\mu^{p q},\right| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle d p d q=0 \tag{3.21}
\end{equation*}
$$

Now we take in (3.21) $s^{\prime}(p)=l \omega\left(l\left(p-p_{0}\right)\right)$, where $p_{0} \in E, l \in \mathbb{N}$, and $\omega(y) \in C_{0}((0,1))$ be a non-negative function such that $\int \omega(y) d y=1$. Since the $H$-measure $\mu^{p q}$ is strongly continuous with respect to $(p, q)$ at point $\left(p_{0}, p_{0}\right)$, we derive from (3.21) in the limit as $l \rightarrow \infty$ that

$$
\begin{array}{r}
\left.\left.\left\langle\mu^{p_{0} p_{0}},\right| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle= \\
\left.\left.\lim _{l \rightarrow \infty} l^{2} \iint \omega\left(l\left(p-p_{0}\right)\right) \omega\left(l\left(q-p_{0}\right)\right)\left\langle\mu^{p q},\right| \Phi(t, x)\right|^{2} \psi(\hat{\xi})\right\rangle d p d q=0
\end{array}
$$

Since $\Phi(t, x) \in C_{0}(\Pi)$ is arbitrary, we conclude that $\mu^{p_{0} p_{0}}\left(\Pi \times\left(S \backslash S_{0}\right)\right)=0$ ( remark that $\mu^{p_{0} p_{0}} \geq 0$ ). Hence, for every $p=p_{0} \in E \operatorname{supp} \mu^{p p} \subset \Pi \times S_{0}$. Finally, as directly follows from (2.26), for $p, q \in E \operatorname{supp} \mu^{p q} \subset \operatorname{supp} \mu^{p p} \subset \Pi \times S_{0}$. The proof is complete. -

Observe that for each $p \in \mathbb{R}$

$$
\begin{array}{r}
\left(v_{r}-p\right)^{+}=s_{p^{\prime}, l}\left(u_{k}\right)-\min (p, l) \\
\theta\left(v_{k}-p\right)\left(\varphi\left(v_{k}\right)-\varphi(p)\right)=\varphi\left(s_{p^{\prime}, l}\left(u_{k}\right)\right)-\varphi(\min (p, l))
\end{array}
$$

where $p^{\prime}=s_{-l, l}(p)$, and $\theta(u)=(\operatorname{sign}(u))^{+}$is the Heaviside function. Therefore, in view of (1.4)

$$
\left(\left(v_{k}-p\right)^{+}\right)_{t}+\operatorname{div}_{x}\left[\theta\left(v_{k}-p\right)\left(\varphi\left(v_{k}\right)-\varphi(p)\right)\right]=\mu_{l}^{k}-\mu_{p^{\prime}}^{k} \quad \text { in } \mathcal{D}^{\prime}(\Pi)
$$

where $\mu_{p}^{k}=k \mu_{p}(k t, k x)$ in $\mathcal{D}^{\prime}(\Pi)$, that is, $\left\langle\mu_{p}^{k}, f(t, x)\right\rangle=k^{-n}\left\langle\mu_{p}, f(t / k, x / k)\right\rangle$ for each $f(t, x) \in C_{0}(\Pi), p \in \mathbb{R}$. By the periodicity of $\mu_{p}$ this implies that

$$
\mu_{p}^{k}\left(\mathbb{R}_{+} \times P\right)=k^{-n} \mu_{p}\left(\mathbb{R}_{+} \times k P\right)=\mu_{p}\left(\mathbb{R}_{+} \times P\right) \leq C_{p}=\int_{P}\left(\left|u_{0}(x)\right|-|p|\right)^{+} d x
$$

in view of Lemma 2.3. Thus, the sequence of measures $\mu_{l}^{k}-\mu_{p^{\prime}}^{k}$ is bounded in $M\left(\mathbb{R}_{+} \times\right.$ $P)$. By the Murat interpolation lemma [10] this sequence is precompact in the Sobolev
space $H_{l o c}^{-1}(\Pi)$. Then, as one can easily derive from [12, Lemma 2 and the proof of Theorem 4] ( see also [18, Theorem 4] ), the following second localization principle holds.

Theorem 3.3. Let $X=X(p) \subset \mathbb{R}^{n+1}$ be the minimal linear subspace such that $\operatorname{supp} \mu^{p p} \subset \Pi \times X$. Then there exists $\delta>0$ such that the function $u \rightarrow \tau u+\xi \cdot \varphi(u)$ is constant on the interval $(p-\delta, p+\delta)$ for all $\hat{\xi}=(\tau, \xi) \in X$.

For the sake of completeness, we give below the proof of Theorem 3.3, based on results of [18, Theorem 4].

Proof. Let $D \subset E$ be a countable dense subset such that $p \in D$. By [18, Proposition 3] ( see also [13, Proposition 3] ) there exists a family of complex finite Borel measures $\mu_{t, x}^{p q} \in M(S)$ on the sphere $S \subset \mathbb{R}^{n+1}$, where $p, q \in D,(t, x) \in \Pi$, such that $\mu^{p q}=\mu_{t, x}^{p q} d t d x$, i.e., for all $\Phi(t, x, \hat{\xi}) \in C_{0}\left(\mathbb{R}^{n} \times S\right)$ the function

$$
(t, x) \mapsto\left\langle\mu_{t, x}^{p q}(\hat{\xi}), \Phi(t, x, \hat{\xi})\right\rangle=\int_{S} \Phi(t, x, \hat{\xi}) d \mu_{t, x}^{p q}(\hat{\xi})
$$

is Lebesgue-measurable, bounded, and

$$
\left\langle\mu^{p q}, \Phi(t, x, \hat{\xi})\right\rangle=\int_{\Pi}\left\langle\mu_{t, x}^{p q}(\hat{\xi}), \Phi(t, x, \hat{\xi})\right\rangle d t d x
$$

Observe that $s_{a, b}\left(v_{k}\right)=s_{a^{\prime}, b^{\prime}}\left(u_{k}\right)$ if $a^{\prime}=\max (a,-l) \leq b^{\prime} \doteq \min (b, l)$ while $s_{a, b}\left(v_{k}\right) \equiv$ const in the case when $a^{\prime}>b^{\prime}$. Therefore,

$$
\left(s_{a, b}\left(v_{k}\right)\right)_{t}+\operatorname{div}_{x} \varphi\left(s_{a, b}\left(v_{k}\right)\right)=\gamma_{a, b}^{k} \quad \text { in } \mathcal{D}^{\prime}(\Pi)
$$

where $\gamma_{a, b}^{k}=\left\{\begin{array}{lll}\mu_{b^{\prime}}^{k}-\mu_{a^{\prime}}^{k} & , \quad a^{\prime}<b^{\prime}, \\ 0 & , & a^{\prime} \geq b^{\prime}\end{array}\right.$ are bounded sequences in $M\left(\mathbb{R}_{+} \times P\right)$, in view of the uniform estimates $\mu_{p}^{k}\left(\mathbb{R}_{+} \times P\right) \leq C_{p}$. By the Murat interpolation lemma [10] for every $a, b \in \mathbb{R}, a \leq b$ the sequence of distributions $\left(s_{a, b}\left(v_{k}\right)\right)_{t}+\operatorname{div}_{x} \varphi\left(s_{a, b}\left(v_{k}\right)\right)$ is precompact in the Sobolev space $H_{l o c}^{-1}(\Pi)$.

Then, by [18, Theorem 4] the $H$-measure $\mu$, corresponding to the subsequence $v_{r}=v_{k_{r}}$, satisfies the following localization property: for all $p \in D$ and for almost all $(t, x) \in \Pi$ it holds supp $\mu_{t, x}^{p p} \subset X_{1}$, where

$$
\begin{array}{r}
X_{1}=\left\{\hat{\xi}=(\tau, \xi) \in \mathbb{R}^{n+1} \mid \exists \delta>0 \forall u \in(p-\delta, p+\delta)\right. \\
(u-p) \tau+(\varphi(u)-\varphi(p)) \cdot \xi=0\} .
\end{array}
$$

In view of the representation $\mu^{p p}=\mu_{t, x}^{p p} d t d x$ we derive that

$$
\text { supp } \mu^{p p} \subset \Pi \times X_{1}
$$

In particular, $X \subset X_{1}$. Let $\hat{\xi}_{i}=\left(\tau_{i}, \xi_{i}\right), i=1, \ldots, m=\operatorname{dim} X$, be a basis in $X$. Since $\hat{\xi}_{i} \in X_{1}$, then there exist $\delta_{i}>0$ such that the functions

$$
\begin{equation*}
(u-p) \tau_{i}+(\varphi(u)-\varphi(p)) \cdot \xi_{i}=0 \tag{3.22}
\end{equation*}
$$

for all $u \in\left(p-\delta_{i}, p+\delta_{i}\right), i=1, \ldots, m$. Setting $\delta=\min _{i=1, \ldots, m} \delta_{i}$, we find that (3.22) holds on the interval $u \in(p-\delta, p+\delta)$ for all vectors $\xi_{i}, i=1, \ldots, m$. Since the linear span of these vectors coincides with $X$, the relation

$$
(u-p) \tau+(\varphi(u)-\varphi(p)) \cdot \xi=0
$$

remains valid for $u \in(p-\delta, p+\delta)$ and every $\hat{\xi} \in X$. The proof is complete.
Now we are ready to prove our main Theorem 1.4. As follows from Theorems 3.2, 3.3, if $\operatorname{dim} X>0$ then there exists nonzero vector $(\tau, \xi) \in X \cap\left(\mathbb{R} \times L^{\prime}\right)$ such that the function $\tau u+\xi \cdot \varphi(u)$ is constant on some interval $(p-\delta, p+\delta)$. Obviously then $\xi \neq 0$ and $\xi \cdot \varphi(u)$ is affine on $(p-\delta, p+\delta)$. But this contradicts to nondegeneracy condition (1.10). We conclude that $X=\{0\}$ and, therefore, $\mu^{p p}=0$ for all $p \in E$. In view of (2.26) the $H$-measure $\mu^{p q}$ is trivial and the sequence $v_{r}=s_{-l, l}\left(u_{r}\right)$ converges strongly in $L_{l o c}^{1}(\Pi)$ to some function $u_{l}^{*}$. As was shown above, before the formulation of Lemma 3.1, the limit functions do not depend on $x: u_{l}^{*}=u_{l}^{*}(t)$. By the standard diagonal extraction we can choose a subsequence $u_{r}=u_{k_{r}}(t, x)$ such that

$$
v_{r}=s_{-l, l}\left(u_{r}\right) \underset{r \rightarrow \infty}{\rightarrow} u_{l}^{*} \text { in } L_{l o c}^{1}(\Pi) \forall l \in \mathbb{N}
$$

By Lemma 2.2 for all $m, l, r \in \mathbb{N}, m>l$

$$
\begin{array}{r}
\int_{P}\left|s_{-m, m}\left(u_{r}(t, x)\right)-s_{-l, l}\left(u_{r}(t, x)\right)\right| d x \leq \int_{P}\left(\left|u\left(k_{r} t, k_{r} x\right)\right|-l\right)^{+} d x= \\
\int_{P}\left(\left|u\left(k_{r} t, y\right)\right|-l\right)^{+} d y \leq C_{l}=\int_{P}\left(\left|u_{0}(y)\right|-l\right)^{+} d y . \tag{3.23}
\end{array}
$$

We use here the change of variables $y=k_{r} x$ and the space periodicity of $u(t, x)$. It follows from (3.23) in the limit as $r \rightarrow \infty$ that for almost $t>0$

$$
\begin{equation*}
\left|u_{m}^{*}(t)-u_{l}^{*}(t)\right| \leq|P|^{-1} C_{l} \underset{l \rightarrow \infty}{\rightarrow} 0 . \tag{3.24}
\end{equation*}
$$

We see that the sequence $u_{l}^{*}(t)$ is fundamental in $L^{\infty}\left(\mathbb{R}^{+}\right)$and, therefore, this sequence converges in $L^{\infty}\left(\mathbb{R}^{+}\right)$to some function $u^{*}=u^{*}(t)$. Passing to the limit as $m \rightarrow \infty$ in relations (3.23), (3.24), we obtain the inequalities

$$
\begin{equation*}
\int_{P}\left|u_{r}(t, x)-s_{-l, l}\left(u_{r}(t, x)\right)\right| d x \leq C_{l}, \quad\left|P \| u^{*}(t)-u_{l}^{*}(t)\right| \leq C_{l} \tag{3.25}
\end{equation*}
$$

which hold for almost all $t>0$. By these inequalities we find that for each $T>0$

$$
\int_{(0, T) \times P}\left|u_{r}(t, x)-u^{*}(t)\right| d t d x \leq \int_{(0, T) \times P}\left|s_{-l, l}\left(u_{r}(t, x)\right)-u_{l}^{*}(t)\right| d t d x+2 T C_{l}
$$

and, therefore, for every $l \in \mathbb{N}$

$$
\limsup _{r \rightarrow \infty} \int_{(0, T) \times P}\left|u_{r}(t, x)-u^{*}(t)\right| d t d x \leq 2 T C_{l} .
$$

Since $C_{l} \rightarrow 0$ as $l \rightarrow \infty$, we claim that for each $T>0$

$$
\lim _{r \rightarrow \infty} \int_{(0, T) \times P}\left|u_{r}(t, x)-u^{*}(t)\right| d t d x=0
$$

that is, $u_{r} \underset{r \rightarrow \infty}{\rightarrow} u^{*}$ in $L_{l o c}^{1}(\Pi)$. Further, by Lemma 2.2 for all $t>0$

$$
\int_{P} u_{r}(t, x) d x=\int_{P} u\left(k_{r} t, k_{r} x\right) d x=\int_{P} u\left(k_{r} t, y\right) d y=\int_{P} u_{0}(y) d y,
$$

and, in particular, for almost every $t>0$

$$
|P| u^{*}(t)=\lim _{r \rightarrow \infty} \int_{P} u_{r}(t, x) d x=\int_{P} u_{0}(x) d x
$$

Hence $u^{*}=c=\frac{1}{|P|} \int_{P} u_{0}(x) d x$. The relation $u_{r}(t, x) \underset{r \rightarrow \infty}{\rightarrow} c$ in $L_{l o c}^{1}(\Pi)$ implies that (after possible extraction of a subsequence) for a.e. $t>0 u_{r}(t, x) \underset{r \rightarrow \infty}{\rightarrow} c$ in $L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$. By the periodicity, this reads

$$
\int_{P}\left|u\left(k_{r} t, k_{r} x\right)-c\right| d x \underset{r \rightarrow \infty}{\rightarrow} 0
$$

Making again the change of variables $y=k_{r} x$, we find that for almost every $t>0$

$$
\begin{equation*}
\int_{P}\left|u\left(k_{r} t, y\right)-c\right| d y=\int_{P}\left|u\left(k_{r} t, k_{r} x\right)-c\right| d x \underset{r \rightarrow \infty}{\rightarrow} 0 . \tag{3.26}
\end{equation*}
$$

We fix such $t=t_{0}>0$. Then, by inequality (1.7) together with continuity property (2.2), for each $t>k_{r} t_{0}$

$$
\begin{equation*}
\int_{P}|u(t, y)-c| d y \leq \int_{P}\left|u\left(k_{r} t_{0}, y\right)-c\right| d y \tag{3.27}
\end{equation*}
$$

In view of (3.26) it follows from (3.27) that $\lim _{t \rightarrow \infty} u(t, x)=c$ in $L^{1}(P)$. Hence the decay property holds for every r.e.s. $u(t, x)$.

Conversely, assume that condition (1.10) fails. Then we can find the segment $[a, b]$, $a<b$, and a nonzero point $(\tau, \xi) \in \mathbb{R} \times L^{\prime}$ such that the function $u \rightarrow \tau u+\xi \cdot \varphi(u)$ is constant on the segment $[a, b]$. Then, as is easy to verify, the function

$$
u(t, x)=\frac{a+b}{2}+\frac{b-a}{2} \sin (2 \pi(\tau t+\xi \cdot x))
$$

is a periodic bounded e.s. of (1.1), which does not satisfy the decay property. The obtained contradiction shows that condition (1.10) is also necessary for the decay property. This completes the proof of our main Theorem 1.4.

The proof of Theorem 1.4 for bounded entropy solutions of equation (1.1) can be found in paper [20], see also preprint [19].
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