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This is straightforward: The process Y; is clearly Gaussian, the increments will be
independent (¢t — c?t is increasing in t), and

1 1
Var (Y;) = 2 Var (B.2;) = C—QCQt =t.

a) We check the axioms of Brownian motion for Bt = B4, — By,

b)

By = By, — By, = 0 a.s., and since B; — B, ~ N(0, (t — s)I), it follows that
B — By = Biy4y — Bsity ~ N(0, (t +tg — s — to)I) = N(0, (t — s)I).
Finally, let 0 < t; < ... <t,. Then

By, = By, 4ty — Bty
Bt2 - Btl = Bt2+t0 - Bt1+t0a

Btn - Btnfl = Btn+t0 - Btnfl“!‘to'
are all independent since this property holds for the By, 41, — B, ,+t s

We have B; = UB; and we check the axioms. For ¢ = 0, By = UBy = 0 as.
The increments, B, — B; = U(B; — Bs), are linear combinations of Gaussian
variables, so they are also Gaussian. We check that

E(B; — Bs) = E(U(B; — By)) = UE(B; — By) =U - 0 = 0,

and
Var(B; — B,) = Var(U(B, — B,)) = E [(U(Bt — B,) (U(B, — BS))T]
=E[U(B; — Bs)(B: — By)"U"| = UVar (B, — B,) U"
=U(t—s)IUT = (t —s)I.
Therefore

By — By ~ N(0, (t — s)I), for t > s > 0.

As for the increments we have,

B, =UBy,,
Btg - Btl =U (Bt2 - Btl) )

B, — B, ,=U (B, — By, ,)-
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These B-increments are multivariate Gaussian distributed since the B-increments
are. We the show independence by considering the covariance,

Cov (Btl - Bti—l y Btj — Btj—l)
=E (U(Bti - Bti—1)(Btj - Btj_1)TU)
(1) =yUoUuT =0

for ¢ # j, where we have used that the increments in the original Brownian
motion B; are independent and their covariances are zero.

B; is a Brownian motion, meaning B; ~ N(0,tI). Letting x = (z,y) € R?, this

means that
TIx

x 12"'92
e 2t e 2t

Ix|<p [x|<p

By changing to polar coordinates, we now obtain

™ r2
2

[ .
P(]Bt<p):// 5 trdﬁdrzl—e_%.
T

00

a) Since By is a Brownian Motion, then by definition we have By ~ N(0,¢). In

addition, we know that
x (z-a)?
/ e b dr=Vwb

—0o0

where b > 0. Therefore,

e 2 / (z—iut)
= e 2t T
2t JR
u2t
e 2 1,2
= 2t = e 2w
V27t
Differentiating we find that
d , d ,
@E(ezuBt) _ %6_%u2t _ _utE(ezuBt)
d? . .
WE(ewBt) _ (u2t2 . t)E(ewBt)
d3 . .
FEv(ezuBt) _ (—U3t3 + 3ut2)E(ezuBt)
u
d4

WE(ei“Bt) = (u*t* — 6> + 3t*)B(e™P).
u
Differentiating under the integral sign (the integrand is smooth with bounded
derivatives, use the dominated convergence theorem), we also see that

uO) =" (B}).
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Hence

E(B}) =

b) Obviously by the condition,

E(B}) = ﬁ?

\/ﬁ

DN
~

s

3

32

V2t Jr

We assume that By = 0. Set X

4d
d4

xz
/m46_2tdx
z2
[ (%)t

2 12
(—a3te™ %)‘iooo—/(—3:x2te_2t)dx]
i R

E(ei“Bt)‘u:0 = 3t2.

2 2
9, —z° 2 zZ
zte” 2t dx = —zt)de” 5
7t /JR V27t

i ’L‘2 o0 e
3 (—at?e =) | —/(—th%)dx]
2t | o R

e~ 5t dp — Vot = 3t2.

= B;—Bs; = (X1, ,X,), so that X is multivatiate

Gaussian with independent components, EX; = 0, and Var X; =t — s. Moreover,

EIX|'"=E(X]+

N
XD =E Y x2x?
ij=1

If i = j, then, by the Fourth Cumulant Identity (or a previous exercise), E (X;l) =
3(EXZ»2)2 = 3(t—s)2. There are n such terms. When ¢ # j, E(Xfo) =
E(X2E (ij) = (t —s)?, and we have n (n — 1) of these. Altogether,

EIX|*=30t—s) n+nn—1)t—s)?=nn+2)(t—s).

@ a) Counsider By, By, ..., By, for 0 <t; <ty <...<t,.

The characteristic function

is defined as

P, BiyysBi, (W15 U2, -y Up) 1= B | exp E u; By,

Since
J
B, =) AB, for

we introduce 7y, = Z;L:k; L

(I)BtlvBt27---7Btn (u17 u27 R 7un)

AB}C = (Btk - Btkfl) and BtO = BO = O7

and write

exp { nykABk}
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Using the independence of the ABy’s,

q)Btl,Btgr--thn ('U,l, u27 st 7un) - E

eXI){iZE:j%ZXBk}
k=1

= [ E lexp {imaB}] = [ @a5, (w).
k=1 k=1

1 exp {inABy}
k=1

=K

Since ABy, ~ N(0,02) for 02 = t), — t;_1, we know from earlier that

2 2
7 g
PAB, (k) = exp {—’“ k } ,

2
and hence
(I)BtlthquBtn (ulu u27 AR 7un)
[ 1
=F exp{—QvTA'y}]
[ 1
=F |exp —iuTPTAPu
[ 1
= F |exp —§uTZu
where A = diag(0?,03,...,02),
(1 1 1 1 17
01 1 1 1
0 1 1 1
P = .
0 0 O 1 1
10 0 0 0 1 |
and, finally
[ of o} i o7 o |
O'% U%—FO’% 0%+0§ a%—kag O'%—FO’%
v | 0} ol+os ol+os+o3 - 0405403 07+403+03
: : : B :
| of of+03 of+oi+al - Yliop >ho1 0
[ttt - t t1 ]
ty ty to -+ tg t2
t1 to tz -+ i3 l3
ty to ty o0 tp—1 Tp—a
L t1 t2 t3 -0 lpo1 tn

One can see that this answers the question by taking n = 2

b) A random vector X multivariate Gaussian N, (x; i, X) if and only if its charac-
teristic function is

1
dx(u) = exp {iuTu - 2uTZu} ,
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for some p € R"™ and ¥ € R™*™,
By part (a), this is the case for By,,..., By, (with 4 = 0) for any n and 0 <
t1 <--- <t,, and hence B; is a Gaussian process.

Since B; is Fj-measurable, so is B — t,
E[|B} —t|] < E[|B; — Bo|*] + E[|t]] = E[(B: — Bo)’] + E[t] = 2t < o,
and for ¢t < s,

E[Bg - 3|-7:t]

E[Bs2|~7:t] - S

E[(B; 4+ Bs — By} F] — s

= E[B}|F] + 2E[By(B, — By)|Fi] + E[(Bs — By)*| ] — s
= B? + 2B,E[B, — B;| + E[(B, — B;)?] — s

=B} +0+s—t—s

=B} —t.

Here we used that B? and B; are F;-measurable, and that By — By and (Bs — By)?
are independent of J;. It follows that B? —t is a Martingale.

a) Note that B; ~ N (0,t) and calculate
E(ePBt) = / e’ dFp, (x)
R

o0 1 2
P
= / eP” e 2t dx

0 27t

1,2
— 5Pt
= e2 ,

for all p € C.

b) Let V; = eBt=t/2 To see that Y, is a Fi-martingale, we note that it is Fy-
measurable since it is a continuous function of a F;-measureable fuction. By

a), we also have
E(|Yy]) = E(eP)e™? < .

Finally, for t < s,

B(Y|Fi) = B(eP ™| F)
= E(ePe 2| F)
E(eBsBre=s/2cBy )
= eBtE(e(Bs_Bi)e_S/2|]:t)
— Bt (BB 5/2)
_ oBigls—1)/2,—5/2
_ oBrgt/2

- Y,

where we used properties of the conditional expectation with et Fi-measurable
and ePs=PB¢ independent of F; (a Borel function of an independent R.V. is
independent).
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@ First we check the process Y; is F;,-measurable, for all = 0, --- ,n. This is obvious
since h(w,t;) and ABy, are F-adapted for all ¢ € [0,T7], and Y, is constructed as

Yo=0, and ¥, = > h(w,ti-1)ABy,.
i=1

Next, by Cauchy-Schwartz and independence of AB;; and Fy,_,,

B(IYal) = (IZh zlABtzO
<ZE \h(-,ti1)AB.|)
gzﬁm@zmﬁMEﬁ
_Z\/E (Ih(stimn) ) (t: — tiz1)

< +o00,

because we assumed E (hQ(o, t)) < +oo0 for each t.

Finally, the conditional expectation

E(Yo|F,) (Z h(tio1)

J n

=Y (b ti-1) )+ D0 E(hti)ABy, |Fy)
i=1 i=j+1
J n

= h(w,ti1)AB, + > E(E(h(-ti1)ABy, | ) | Ry )
i=1 i=j+1
J n

= h(w,ti1)AB, + Y E(h(-,ti1)E(ABy,) | Fy))
i=1 i=j+1

since E(ABy,) = 0. Hence Y, is a martingale with respect to {F, }..

a) This is almost immediate, as By = By, = 0 a.s and E(B;) = 0 by linearity.

b) Suppose without loss of generality that s € [tg,txy1],t € [t,t141] with s <

t,k < 1. Then
- s — t—1
BB :BtlBtk thl (Btk+1 Btk) + m(Btl+1 - Btz)Btk
(t —t)(s — tk)
+ (Btl+1 - Btz)(Btk-H - Btk)'

(ti41 — ) (tkg1 — ti)
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Now by assumption on the order of

E(Btthk) =
E(By, (B, — By,)) =
E((Btz+1 - Btl)Btk) =
E((Btz+1 - Btl)(Btk+1 - Btk)) =
whence
|E(BBs) —s| = | — (s — t) +
t
— (8 —t )L

the points we have

tk
min(ty, tgt1) — te = (tee1 — tr) (1 — Oke)
0

(tk+1 — tr)Oki,

(t —t)(s — tx)

(5 —tp)(1 — 0n) +
le+1 — Uk

Ok

Ot <5 =t <tpyr — g

ter1 — g
< max (tg+1 — k).

0<k<n—1

c) Suppose that 0 = 79 < 71 < T < - -+

< T, < 1 (the 79 is only for simpler

notation) and that 7; € [ty(;), tk(j)+1) for each j (note that &k : {0,...,m} —
{0,...,n — 1} need not be injective). Now (where ug = 0)
SR . 7j = tr()
u;Br. = U4 Bt Nt 4 J (Bt . —Bt )>
jz; 7T ]Z; J ( k(4) tk(j)+1) _ tk(j) k(4)+1 k(5)
i T
=D |t Z Ui | (Bteijyin =~ Brigs))
im0 \ te()+1 — tk Pl
n-1[ - ¢ m
— U
= > 7 ’ —p Ut > ui || (By,, — By,
=0 [jek—@) TP i=j+1
and hence, using the independence and distribution of AB;, = By, — By,
m
L (. T
n—1 r + m
— Jj Y ,
_H(I)ABW-H ‘ Z l+1—tluj+.z Ui
=0 jek=1(l) i=j+1
n—1 m 2
1« T —t
= —= 1y, ; tipr —t
exp | =3 > | > P + Z U (tiv1 — 1)
=0 [jek—1(1) i=j+1

Since the exponent is clearly a quadratic form in uy, ...,
B'rm)

coefficients, we have that (Bn, .

Uy, With non-positive
~ N(0,%). The covariance matrix 3

is determined by the coefficients of w;u;.

The conclusion obviously holds when n

= 0. We proceed by induction: fix some

n > 1, and assume that the conclusion holds for n—1. Observe that each component

of B = (AB},ABy, ...,
variables X1, Xo, ..., Xon.
with zero mean. Using that normal varia

ABZ,) is a linear combination of the independent N(0, 1)
This immediately shows that B is multivariate Gaussian,

bles are independent if and only if they are

uncorrelated, what remains is to show that the covariance matrix is %I .
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To compute the variances of the components of B, note that

E[(ABg, 1)°]

1. .. 1 2
=B\ 5880 + o Xim)
272
1 (AB™M Y 2F 1AB”_1 1 X 1 E[(X 2
=F )] + 5ABn, o i) ||+ o [(Xign,m))”]
1 1
= Z + 0 + ot 2n+1
1
= 277

where we used both the induction hypothesis, together with the fact that AB? !
and Xj(,,,) are uncorrelated since AB% ! is a linear combination of X7, ..., Xon-1

and i(n,m) > 2"~ A similar computation shows that E [(ABgm)g] = %

To show that the components of B are uncorrelated, note that

n n 1 n— 1 1 n— 1

= LB [ABY - A B [(Xim)?

4
=0.
For the other pairs of components we get a computation looking like

E [(AB +X)(AB + X)} =0,

where each pair of AB, X, AB, X is uncorrelated. This concludes the proof.
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