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Exercise set 5 – Solutions

1 Øksendal Exercise 7:7.1. See Solutions and additional hints to some of the exercises
at the end of Øksendal.

2 Øksendal Exercise 7:7.2. See Solutions and additional hints to some of the exercises
at the end of Øksendal.

3 a) Let h(ω) = (τ1 ∨ τ2)(ω). Then {ω : h ≤ t} = h−1([0, t]) = τ−11 [0, t] ∪ τ−12 [0, t] ∈
Nt since Nt is a sigma algebra and τ1, τ2 are stopping times wrt Nt.

h(ω) = (τ1 ∧ τ2)(ω) gives h−1[0, t] = τ−11 [0, t] ∩ τ−12 [0, t] ∈ Nt.

b) Let h = inf τn = lim τn. Then h isNt measurable because h−1[0, t] =
⋂∞
n=1 τ

−1
n [0, t]

which is measurable because a sigma algebra is closed under countable inter-
section.

c) τU is a stopping time for every open set U by Øksendal Example 7.2.2. Let
Un be a decreasing sequence of open sets such that F = ∩nUn. Then τUn is a
decreasing sequence of stopping times and lim τUn = τF . Hence τF is a stopping
time by part b).

4 a) We want to use Dynkin’s formula to find E[f(Xx
τ )], but this requires that

f ∈ C2
c and E(τ) < ∞. The first requirement can be dealt with by replacing

f by a function in C2
c which agrees with f on (a, b). The second requirement

is handled by letting τk = min(τ, k) for k ∈ N; then E(τk) is finite and we can
apply Dynkin to get

E[f(Xx
τk

)] = f(x) + E

[∫ τk

0
Af(Xx

s ) ds

]
= f(x).

We can now take the limit1 to get that E[f(Xx
τ )] = limk→∞E[f(Xx

τk
)] = f(x).

Since
E[f(Xx

τ )] = pf(b) + (1− p)f(a),

we can solve for p, to find that2

p =
f(x)− f(a)

f(b)− f(a)
.(1)

1The technical details: use the dominated convergence theorem to pull the limit inside the expectation,
and the continuity of f together with the t-continuity of Xt to get from τk to τ .

2At least assuming that we have a solution f with f(b)− f(a) 6= 0.
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Exercise set 5 – Solutions

b) The equation Af = 0 now reduces to 1
2f
′′ = 0, which means that f(s) = Cs+x

for some constant C, where x is the initial condition. Inserting this into equation
(1), we find

p =
x− a
b− a

.

c) Af = 0 in this case becomes µf ′ + σ2

2 f
′′ = 0. The solution of this equation is

given by f(s) = C1e
− 2µ

σ2
s + C2, for some constants C1 and C2. Inserting this

into equation (1), all constants cancel out, and we get

p =
e−

2µ

σ2
x − e−

2µ

σ2
a

e−
2µ

σ2
b − e−

2µ

σ2
a
.

5 This solution deviates somewhat from the hints in B.Ø.

a) From the Generator Theorem (Thm. 7.3.3) it follows that

A = rx
d

dx
+
α2x2

2

d2

dx2
.

Thus,

A (xγ) =

(
rγ +

α2

2
γ (γ − 1)

)
xγ .

b) Here we can not assume that all paths hit the level R > x. Therefore, we
consider the first exit time from the interval [ρ,R] for ρ < x, say τρ,R. Following
the hint, we take f ∈ C2

c (R) such that for x ∈ [ρ,R],

f (x) = xγ1 with γ1 = 1− 2r

α2
,

and hence by (a),

A (xγ1) = γ1

(
r +

α2

2
(γ1 − 1)

)
xγ1 = 0.

Note that since Xt → 0 a.s. (a fact from the problem text), it follows that
τρ,R < ∞ a.s. Let τk = min(k, τρ,R) (so that E(τk) ≤ k < ∞), k ∈ N, then by
Dynkin,

Ex (f (Xτk)) =
Dynkin

xγ1 + 0,

where f is defined as above.

Let pρ be the probability that Xt hits the level R before the level ρ. Since
τk → τρ,R as k → ∞ for all ω and f is bounded, we may use the dominated
convergence theorem to show that

pρR
γ1 + (1− pρ) ργ1 = E(f(Xτρ,R)) = lim

k→∞
E(f(Xτk)) = xγ1 ,

or

pρ =
xγ1 − ργ1
Rγ1 − ργ1

.(2)

November 27, 2013 Page 2 of 7



Exercise set 5 – Solutions

We then send ρ → 0 and find that pρ → p, the probability of hitting level R
before 0, (1− pρ) ργ1 → 0, and (hence)

p =
( x
R

)γ1
.

Remark: An alternative proof is given in an appendix after part c). Here the
k-approximation is avoided at the cost of a long direct computation to show
that E(τρ,R) <∞.

c) Since Xt →∞ a.s. it follows that τ <∞ a.s. Let τρ,R and τk be as in part b),
and take f ∈ C2

0 such that

f(x) = lnx in [ρ,R].

Here we have introduced τρ,R to avoid x = 0 where the log is not continuous
which precludes the use of Dynkin’s formula.

Now since

A (lnx) = rx
d lnx

dx
+
α2x2

2

d2 lnx

dx2
= r − α2

2
(> 0),

we use Dynkin’s formula and find that

E
(
f
(
Xx
τk

))
= lnx+ E

(∫ τk

0

(
r − α2

2

)
dt

)
= lnx+

(
r − α2

2

)
Eτk.

We let pρ be as in b), the probability that the process hits x = R before x = ρ,
and send k →∞ using the dominated convergence theorem (f is bounded):

(1− pρ) ln ρ+ pρ lnR = E
(
f
(
Xx
τρ,R

))
= lim

k→∞
E
(
f
(
Xx
τk

))
= lnx+

(
r − α2

2

)
Eτρ,R,

or

Eτρ,R =
(1− pρ) ln ρ+ pρ lnR− lnx

r − α2

2

Note that now γ1 < 0 by assumption, so by (2) in part b),

pρ =
xγ1 − ργ1
Rγ1 − ργ1

→ 1 and (1− pρ) ln ρ→ 0

as ρ → 0. Since τρ,R is an increasing sequence converging to τ as ρ → 0, we
can use the monotone convergence theorem to conclude that

E(τ) = lim
ρ→0

E(τρ,R) =
lnR− lnx

r − α2

2

.

The proof is complete.
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Appendix: Alternative solution of b). We claim that E(τρ,R) <∞, and apply
Dynkin’s Formula with this stopping time:

pρR
γ1 + (1− pρ) ργ1 = Ex

(
f
(
Xτρ,R

))
=

Dynkin
xγ1 + 0.

We let ρ → 0 and find that pρ → p, the probability of hitting level R before 0,
(1− pρ) ργ1 → 0, and

p =
( x
R

)γ1
.

Let us prove the claim above. Note first that geometrical Brownian motion (Example
5.1.1) is given by

Xt = x exp

[(
r − α2

2

)
t+ αBt

]
.

Remember that r − α2

2 < 0, and let τρ be the first time Xt hits the level ρ. We will
show that E(τρ) <∞. Then we are done since τρ,R ≤ τρ and hence

E(τρ,R) ≤ E(τρ) <∞.

Consider

P (ω ; τρ ≥ t0 ) ≤ P (Xt0 ≥ ρ)

= P

((
r − α2

2

)
t0 + αBt0 ≥ log (ρ/x)

)

= P

Bt0 ≥ log (ρ/x)−
(
r − α2

2

)
t0

α

 .

By Lemma 2 in the note on Brownian motion, if X is N (0, 1), then

P (X ≥ x) = 1− Φ (x) ≤
√

1

2π

1

x
e−x

2/2.

Hence,

P (Bt0 ≥ A+ Ct0) = 1− Φ

(
A+ Ct0

t
1/2
0

)

≤ 1√
2π

t
1/2
0

A+ Ct0
exp

−1

2

(
A+ Ct0

t
1/2
0

)2
 ,

and

E(τρ) ≤
∞∑
k=1

kP (k − 1 ≤ τρ ≤ k) ≤
∞∑
k=1

kP (k − 1 ≤ τρ) <∞.

NB! The same conclusion holds for a level above x in the case where r − α2

2 > 0.

6 We consider Brownian motion in Rn.

These exercises are best solved by making simple sketches.
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Figure 1: Two ways of proving that the probability of hitting a halfplane is always 1: (A)
is to use the corresponding result for 1D Brownian motion. (B) is to use the result for the
spere and letting R→∞ while b is constant.

a) There are several ways of seeing this, two methods are indicated in Fig. 1.

In (A) we have put the x-axis through the starting point (x = 0) and orthogonal
to (hyper)plane {x1 ≥ b} , b > 0. Hitting the half-space is the same as hitting
x1 = b for the first component of the B.M. We know from 1d B.M. that the
probability of hitting is 1, but the expected hitting time i∞. That is, Eb (τH) =
∞.

For (B), the probability of hitting the half space is clearly larger than hitting
the a smaller sphere within the half space. For n = 1 and n = 2, the probability
of hitting any sphere is 1. For n ≥ 3 , we already know that

P (Hitting half-space) ≥ P (Hitting sphere) =
Rn−2

(R+ b)n−2
−→
R→∞

1.

Apparently not so easy to see that Eb (τH) =∞ in this argument (?).

b) The simplest example is probably the 4d cylinder

C =
{

(x1, x2, x3, x4) ; x21 + x22 + x23 ≤ 1, x4 ∈ R
}
.

The probability of the 4d B.M. of hitting C from the outside is equal to the
probability of the 3d B.M. of hitting the unit ball from the outside.

Let U = ∪k∈NB() An example for R3 can be found is left open for discussion!

c) Many constructions should be possible. One idea is to think of a stack of cubed
boxes set side by side so that starting inside any box, Ex (τU ) ≤ 1. All of R3

can be covered by such boxes and the walls of the boxes can be made gradually
thinner (smaller volume) so that the total volume is finite. Take the set U to
be the points belonging to the walls in this construction.

If a closed set U was sought, one could take the boundary of any sufficiently
fine regular triangulation of Rn.

7 The generator is

(3) Au(x) = αx
∂u

∂x
+

1

2
β2x2

∂2u

∂x2
,
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and the problem is of a form where the Feynman-Kac formula applies (Theorem
8.2.1 in Øksendal), except for the fact that f(x) do not have compact support and
is not differentiable at x = K.

Take a family {fn(x)}∞n=1 of non-negative C2
c (R)-functions such that limn→∞ fn(x) =

f(x). By the Feynman-Kac formula,

(4) un(x, t) = E
[
e−ρtfn(Xx

t )
]
.

satisfy

∂un
∂t

= Aun(x)− ρun; t > 0, x ∈ R(5a)

un(0, x) = fn(x); x ∈ R.(5b)

The generator A is the generator of the geometrical Brownian motion

(6) dXt = αXtdt+ βXtdBt

with solution

(7) Xt = x exp

{
(α− 1

2
β2)t+ βBt

}
.

Since the Brownian motion is Gaussian with zero mean and variance t, the solution
to the p.d.e. can be written as

(8) un(x, t) =
e−ρt√

2πt

∫
R
fn(x exp{(α− 1

2
β2)t+ βy})e−

1
2t
y2dy.

Taking the limit, and using the dominated convergence theorem,

(9) u(x, t) = lim
n→∞

un(x, t) =
e−ρt√

2πt

∫
R

(x exp{(α− 1

2
β2)t+ βy} −K)+e−

1
2t
y2dy.

This is a candidate for a solution of the Black-Scholes equation. We must verify that
it is the solution. This step is omitted, see the hints for how to do it.

Note: This formula can be simplified. Since the support of the integrand is

y >
1

2
βt− 1

β
(ln

x

K
+ αt) := γ,

we may split the integral in two and complete the square to find that

u(x, t) =
e−ρt√

2πt

∫ ∞
γ

(x exp{(α− 1

2
β2)t+ βy} −K)e−

1
2t
y2dy

= xe(α−ρ)tΦ(φ+)−Ke−ρtΦ(φ−),

where φ± = 1
β
√
t
(ln x

K + αt)± 1
2β
√
t and

(10) Φ(x) =
1√
2π

∫ x

−∞
e−

1
2
y2dy.
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8 First we rewrite the stochastic differential equations in the vector form:(
dSt
dVt

)
=

(
µSt

α(θ − Vt)

)
dt+

( √
VtSt 0
0 β

√
Vt

)(
dB1,t

dB2,t

)
,

and note that the generator takes the form

(11) A = µs
∂

∂s
+ α(θ − v)

∂

∂v
+

1

2

(
s2v

∂2

∂s2
+ β2v

∂2

∂v2

)
.

Under the assumption that f ∈ C2
c (R) and that the interest rate q(St, Vt) ≡ r is

constant, we may apply the Feynmann-Kac formula and conclude that

w(x, v, t) = E
(
e−rtf

(
S0,x,v
t

))
satisfies the initial value problem{

∂w
∂t = Aw − rw, t ∈ (0, T ]

w(x, v, 0) = f(x).
(12)

Then we use the fact that the stochastic differential equation is time-homogeneous
to find that the option price in the Heston model

u(x, v, t) := E
(
e−r(T−t)f

(
St,x,vT

))
= E

(
e−r(T−t)f

(
S0,x,v
T−t

))
= w(x, v, T − t).

Then ∂u
∂t = −∂w

∂t and the derivatives of u and w with respect to s and v coinside.
Hence by (12), it follows that{

∂u
∂t = −Au+ ru, t ∈ [0, T )

u (x, v, T ) = f(x),

where the differential operator A is given in (11) above.

November 27, 2013 Page 7 of 7


