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14.1 Definition (abstract) vector space

Fix K € {R,C}. A (K-)vector space is a non-empty set V' of
objects, called vectors, with operations “+" addition and “-"
multiplication by scalars (=numbers in K).

A subspace H of V is a subset H C V such that
> 0 €H,
» for v, W e HandreKthesum v +rw € H.

Idea: Vector spaces behave like R” and the many important
examples arise as subspaces of R".



Examples: Subspaces of R?

» R?{ ﬁ} are subspaces of R?.

» For a vector X € R? the set span { X } is a subspace of R.
If X 0, span { X } can be drawn as a line through the
origin.

Subsets of R? which are not subspaces:
((1,-05) + r(2.2,14)re R} U={(xy) ER%xy =0}
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Does not contain 0! (1,0),(0,1) € U but

(1,0) +(0,1) = (1,1) ¢ U!



We want to determine how vectors in a subspace can be generated.
To this end recall:

The set {V1,...,V, } C V in a vector space V (or shorter the
—\ —\ . - - .
vectors vi,..., vx) is linearly independent if
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has only the trivial solution  =r =---=r, =0.

Idea: In R" a linear independent set is a “minimal set” which
generates a span.



Algorithms to find linearly independent sets

Let { V'1,..., Vi } be a subset of a vector space. If the set is not
linearly independent, we want to produce a linearly independent set
with the same span. Two strategies:

1. Remove a term which is a linear combination of the other.
This does not change the span. Repeat as often as necessary.
In the end we obtain a spanning set which is linearly
independent.

2. Build the spanning set step by step: Start with a non-zero
vector and consider for each vector: “Does this enlarge the
span already obtained?"” If so, add it. If not, throw it away.
This builds up a linearly independent set until it spans.

Second strategy can be done by Gaussian Elimination (cf. chapter
on Gaussian elimination).



14.17 Definition Linear transformations

Let V, W be vector spaces. A function T: V — W is called a
linear transformation if for all vectors V', W and each scalar
r € K the following holds

T(U +rv)=T(0)+rT(V)
For a linear transformation T: V — W we define

kernel of T:ker T={V e V|T(V =0}

—\

image of T:im T ={w e W|3X € V with T(X)=w}
Note: ker T is a subspace of V and im T is a subspace of W.

Example: If V =R" W = R™ then a linear transformation
T:R" — R™ is a matrix transformation for some matrix A.
We see ker T = Nul (A) and im T = Col (A).



More examples for linear transformations

a
» S:R3 = Py, |ap| — a1 + aot + ast? then
a3
kerS:{ﬁ\}and imS=DP;
» evp: CO(R,R) — R, f + £(0),then
ker evo = { f € CO(R,R)|f(0) =0} and im evp = R.
» §: C3(R,R) — CO(R,R), f > " + w?f then

ker § = {solutions to " + w?f = 0}
= span { cos(wt),sin(wt) } .
im 6 = {g € CO(R,R) with f" +w?f=g
for f € C*(R,R)}
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