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In this lecture we will...
@ learn more about invertible matrices,
@ introduce the LU-factorisation of matrices,

@ study determinants of matrices,



Invertible matrices

Invertible matrices

A n X n square matrix A is called invertible if there is a square
matrix A~ with

A-A =1 Al.A=1,

The eqftion AX = ? for a n x n matrix A has a unique solution
for all p € R" if and only if A is invertible.

Use Gaussian elimination on [A /n} to compute if A is invertible

and if so, get A~



Invertible matrices

12.18 Theorem (Invertible matrix theorem, proof textbook p.130)

The following conditions are equivalent for an n x n-matrix A:
(a) Ais invertible,
(b) for all b € R" the equation AX = b has a solution,
(c) the columns of A span R”,

(d) Ta:R" - R", X — AX is onto,
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(j) there is an n x n matrix D with AD = I,

(e) A has a pivot position in every column,
(f) the reduced echelon form of A is I,

( X =0 has a unique solution,
(h) the columns of A are linearly independent,

T, is one-to-one,
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(k) there is an n x n matrix D with DA = I,




LU factorisation

Given a matrix A how can we solve

-
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AX = b1, AX = b2, AX = b3...
efficiently?

If A is invertible, we could compute A1 and then A_lﬁl, .

However, it is faster to try something different.



LU factorisation

Example: LU factorisation of a matrix A

3 -7 =2 2 1 0 0 0|3 -7 =2 2
-3 5 1 0| (-1 1 000 -2 -1 2
6 -4 0 -5 [2 -5 100 0 -1 1
-9 5 5 12 -3 8 3 1{|0 0 0 -1

IR T
We want to solve AX = [—9 5 7 11| . Hence use LU

factorisation and compute
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. Now solve

:—9 4 5 1}
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Thus ¥y

3 4 -6 —1}T.
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Hence x



LU factorisation

How to compute an LU factorisation

LU factorisation for matrix A

@ Reduce A to Echelon form U using row replacement
operations only (if possible)

@ Place entries in L such that the same row operations reduce L
to I.

The first step in the above algorithm is not always possible even if
A is invertible.

One can prove that A invertible can always be decomposed as
A = PLU, where the matrix P just interchanges rows.



Determinants

Invertible 2 x 2 matrices

Consider A = [i Zl . Try to compute an inverse:

la b 1 o] [a b1 o] [1 b
~ ad—bc c ~ —
c d o1 o -£ 1 0 1 % 9%

— b
~s |jl g-) ad:ZJc adabc]

" ad—bc ad—bc

L=
o

Observation:

A is invertible if the determinant det A = ad — bc is not zero.

Similar for 2nd order differential equations: Wronskian is the
determinant of a matrix (with functions as entries).

Can we define a “determinant” for arbitrary square matrices?




Determinants

The 3 x 3 case

Row reduce an (invertible) 3 x 3 matrix (with aj; # 0):

ain a2 a3 an a2 a13
a1 ax ax| ~ | 0 amaxn —apar aiias — aizan
a1 az ass 0 0 anl

with A = aj1axaszz + ajpaxzas: + aizazias

— 411423432 — 412421433 — d134d22431.-

Now A can only be invertible, if A # Q.



Determinants

3 X 3 determinants

We define

a1 ar a
det |a21 a2 a23| = A =ajiaxass + apaxzas: + aizaziaz
a31 432 433

— d114d234d32 — d12d21433 — 4134322431 -

To remember this formula, use the “rule of Sarrus”:

aF aF =
a11 a12 a13 a1 a12
N X LS
@21 a22 a23 a21 a22
L0 X XN
a3y a32 a33 a31 a32




Determinants

How to produce a general formula for the n X n-case?

Rewrite A for the 3 x 3 matrix as

A 2(811322333 - 311323332) + (312323831 - 312821333)
+ (a13a21a32 — a13a22331)
=ay1(axzas3 — a23a32) — a12(az1a33 — a3a31)
+ a13(a21a32 — axzas1)

a a a a
—ay;det 22 ax| apodet 21 a23
ass a ass

asi 31 daz2 asi

+ agadet lazl 322]
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