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F = 8y, So, S3 are shown in Fig. 269 in Sec. 11.2, and F = Saq is shown in Fig. 279. Although | fx) = F(x)
is large at =77 (how large?), where f imdiscontinuous, F approximates f quite well on the whole interval, except
near +7r, where “waves” remain owing to the “Gibbs phenomenon,” which we shall discuss in the next section.

Can you think of functions f for which E* decreases more quickly with increasing N? [ |

1. CAS Problem. Do the numeric and graphic work in
Example 1 in the text.

[2-5] MINIMUM SQUARE ERROR

Find the trigonometric polynomial F(x) of the form (2) for
which the square error with respect to the given f(x) on the
interval —7 < x < 7r is minimum. Compute the minimum
value for N = 1,2, ---, 5 (or also for larger values if you
have a CAS).

2.f()y=x (—m<x<m)

L=l (-m<x<m

4 f) =x% (—m<x<m)
-1 if —m<x<0

I

5. f(x)
1 if O0<x<mw

6. Why are the square errors in Prob. 5 substantially larger
than in Prob. 37

7. f)=x2 (—m<x<m)

8. f(x) =

9. Monotonicity. Show that the minimum square error
(6) is a monotone decreasing function of N. How can
you use this in practice?

10. CAS EXPERIMENT. Size and Decrease of E*.
Compare the size of the minimum square error E¥ for
functions of your choice. Find experimentally the

sinx| (—7 < x < ), full-wave rectifier

“PROBEEM—SET H-4———

factors on which the decrease of E* with N depends.
For each function considered find the smallest N such
that E* < 0.1.

11-15| PARSEVALS’S IDENTITY

Using (8), prove that the series has the indicated sum.
Compute the first few partial sums to see that the convergence
is rapid.

1 2
1.1+ 4 FN+.:.| T = 1.233700550
3 5 8
Use Example | in Sec. 11.1.
1 4
12. 1 + _M b= T = 1.082323234
2 3 90
Use Prob. 14 in Sec. 11.1.
1 4
B+t Ll 2T 014678032
3¢ 5t 74 96
Use Prob. 17 in Sec. 11.1.
T 37
14. cos  xdx =
4
-
T e 59T
15. cos” xdx = ry

-

11.5 Sturm-Liouville Problems.
Orthogonal Functions

The idea of the Fourier series was to represent general periodic functions in terms of
cosines and sines. The latter formed a trigonometric system. This trigonometric system
has the desirable property of orthogonality which allows us to compute the coefficient of
the Fourier series by the Euler formulas.

The question then arises, can this approach be generalized? That is, can we replace the
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EXAMPLE 1

6] (py'Y
on some interval a = x = b, satisfy

(@) Ky

@
Md L

Here A is a parameter, and k1, ko, I3
of each constant in each condition (2)
I that,if p(x) = r(x) = landg(x) =
can be found to satisfy (2).) Equat
Together with conditions 2(a), 2(b)
example of a boundary value proble

A boundary value problem co
referring to the two boundary poin
a=x=0b.

The goal is to solve these type of

Eigenvalues, Eigenfunc

Clearly, y = 0 is a solution—the “1
because (1) is homogeneous and (2)
to find eigenfunctions y (x), that is, s
zero. We call a number A for which
Liouville problem (1), (2).

Many important ODEs in enginee:
following example serves as a case

Trigonometric Functions as Eigenfur

Find the eigenvalues and eigenfunctions of tl
€) y' Ay

This problem arises, for instance, if an elastic
at its ends x = 0 and x = 7 and then allow
u(x, 1) of the string, assumed in the form 1 (x
great detail in Secs, 12.2-12.4.)

Solution. From (1) nad (2) we see th
ko = I3 = 0in (2). For negative A = —? ay
the boundary conditions we obtain ¢; = ¢y
situation is similar. For positive A vZage

wx



