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After applying m steps of Arnoldi process to a matrix A we obtain the matrix V;;; containing
the orthonormal basis for £, (4, v1) and an upper Hessenberg matrix H,, satisfying the
equality Hy, = V,l AV,,. Assuming that AT = — A, the matrix on the right hand side of the

equality sign is anti-symmetric. Therefore H,, is also antisymmetric and thus has only

two non-zero diagonals:

0 —hy 0

Hy, = h2,1 ‘0 0 (1)
0 i i _hm,m—l
0 e hm,m_l 0

As aresult, Arnoldi process simplifies to
L vy =v/lviz, v9:=0, h1p:=0
2: forj=1,...,mdo
3 LUjSZAl)j+hjyjfll)j,1
4 hjje=llwile
5: if hj,1,; = 0 then stop
6 end if

7 Vi1 = w]'/hj+1,j

8: end for

a) Since A is SPD, it follows from Exercise 2, Problem 1c), that A~! is also SPD. Thus, it
can be used to define the A™!-norm in the same way as the SPD matrix A defines the
A-norm.

b) We are given the system Ax = b, where A is SPD. Then, for all ¥ € R”,

lx— %15 = (x— D" A(x - %)
=(x-DTAATA(x-X)
= (Ax—- ADTA Y (Ax - A%)
= (b- AR AT (b- A%)
=7l A7 lF
= 1 Fl1%e-

Hence,

Xy, =argmin| x — 55”31 = argmin|| Flli,l.
XEK XEH
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c) The functional f:R" — R is given by f(w) = 3w’ Aw — wb. This functional attains a
minimum since A is SPD. Starting at x; and minimizing f along the search direction

pj gives
flxj+apj)=3(xj+ ap)tAlxj+apj) - (xj+app’b,

T

T T
]Apj—ij—apjb.

_1. T, Tap 1.2
—Exij]+axjAp]+2a p

At the minimum,

df T T T
OzazxjApj+aijpj—pjb

= —p]T-rj + ap]T.Apj
U
_(pjpry)
 (Apj,p))’

But

pi=rj+Bj-1pj
=r1j+pBj-1(rj-1+ Bj-2pj-2)

j-1
= I‘j+ Z Citi,
i=0

where c; are constants. Hence, due to the orthogonality of the residuals r;, we get
that (pj,rj) = (rj,r;), which in turn gives us the result

_ (rjry)
(Apj,pj)

Let Hy—1, Hp-1, Vip—1 = [v1,..., Um-1], Vi = [V1, ..., Um] be the usual matrices obtained
after m — 1 steps of Arnoldi process starting from v, = Avy/ || Avgll2, where vy = ry. We will
also write Vi, = [vg, Vin-1].

Since V,,,—1 contains the orthonormal basis for .#;,_1 (A, Arg), the columns of V,,, form a
basis for A5, (A, rg).

As in any residual-projection algorithm, in GMRES we are looking for an approximate
solution in the form x,, = xo + V,;, ¥m, where the unknowns y,, € R™ are chosen in such a
way as to minimize the 2-norm of the residual

'm=T0 _AVmJ/m =r10— [Avo, AVi—11ym = 1o — [l Avoll2 11, VmHm—l]_Vm
=10 — Vmll Avoll2er, Hn-11ym.

Let P, = V;, V! be the orthogonal projector onto span(vy, ..., Up,).

I7mll2 = (I = Pm){ro = Vil Avoll2e1, Hm-11Ym}ll2 + | Pmiro — Vin[ll Avoll2e1, Hp-11ym} 2

=lro = Vi V,E roll2 + 1 Vi (Vi 7o — [l Avoll2e1, Hi—1]1Ym} 2.
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The first term is independent from the selection of y,,;,, whereas the second term can be

made zero by chosing y,, to be a solution of a triangular (recall: H,,_; is m x m — 1 upper
Hessenberg with hj,; ; > 0) m x m system

[l Avgllze1, Hp-11ym = Vyy To.

Thus ry;, = (I - Py) 1 and is therefore orthogonal to ranP,, = span(vy,..., Vy). Its norm
lro — Vin Van 1oll2 is computable without the need to know y,,, or x;,.
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