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Exercise set 7

1 Assume that A ∈Rn×n is a diagonalizable non-singular matrix with real positive eigenval-
ues distributed on an interval 0 <λmin ≤λi ≤λmax, i = 1, . . . ,n −1 and one “very different”
(for example negative, or very small/very large) eigenvalue 0 6=λn = λ̄ 6∈ [λmin,λmax].

Construct an upper estimate for the quantity ‖rm‖2/‖r0‖2 after m > 1 iterations of GMRES
using the following idea: take p̃m(λ) = amCm−1(t (λ))(λ− λ̄), where am is the renormaliza-
tion constant such that p̃m(0) = 1, Cm−1 is the Chebyshev polynomial of degree m−1, and
t : [λmin,λmax] → [−1,1] is an affine map.

Conclude that at least in the case of normal A and |λ̄| >> max{λmin,λmax} we can expect
that the Krylov method requires at most one additional iteration to obtain similar accuracy
as the method applied to a matrix with eigenvalues in [λmin,λmax].

2 Consider a two-diagonal matrix A ∈Rn×n

A =



1 0 0 . . . 0
1 1 0 . . . 0

0 1 1
. . .

...
...

. . .
. . .

. . . 0
0 . . . 0 1 1

 ,

and let ei denote the i th canonical basis vector in Rn . Let b = e1, x0 = 0.

a) Verify that A is non-singular and find x∗ ∈Rn solving the system Ax = b.

b) Compute the residual r0 and prove that Km(A,r0) = span〈e1, . . . ,em〉, 1 ≤ m ≤ n.

c) Show that any Krylov subspace method for this problem starting from x0 must satisfy
the lower error bound ‖xm−x∗‖2

2 ≥ n−m, 0 ≤ m ≤ n. Show that a similar error bound
(up to a constant Cn depending on n) is satisfied by the residuals: ‖rm‖2

2 ≥Cn(n−m).

d) Let n = 5. Using the optimality property of GMRES

‖rm‖2 = min
x∈x0+Km (A,r0)

‖b − Ax‖2 = min
pm−1∈Pm−1

‖[I − Apm−1(A)]r0‖2

= min
p̃m∈Pm :p̃m (0)=1

‖p̃m(A)r0‖2,

numerically (using Matlab) find the polynomials p̃i (t ), i = 1, . . . ,5 and plot them on
the same graph.

FInally, numerically compute ‖p̃i (A)‖2 and ‖ri‖2 = ‖p̃i (A)r0‖2.
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Exercise set 7

e) Repeat the previous point, but for the matrix (A+ AT)/2. Compute the spectrum of A
(respectively, (A+ AT)/2) and compare the behaviour of the minimal polynomials.
Explain why eigenvalue-based error bounds for Krylov subspace methods do not
apply to A.
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