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Problem 1 Snow density

a) The probability is [ 6x(1 — x)dx = [35
b) The likelihood function is given by

n

[188+ 1)ai(1 -

=1

and the log likelihood

L(8) = 2)P! = g6+ 1) (

InL(B)=nlnp+nln(B+1) +ZlnxZ

which has derivative

(In L)'(8) =

5 6+1

(62 — 62?) dv = [32?
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Corrected 30 May
and 4 June 2012

— 229109 = 0.472.

(In L)' is decreasing on (0, 00) and the sum of two first terms tends to co when § — 0T
and to 0 when 5 — o0, so that (In L) will have a single zero (the third term is negative)
for 8 > 0 and be positive left of the zero and negative right of the zero. This means that

L has its maximum at this zero. Solving for the zero,

ﬁ2zn:1n(1 — ;) + <2n+ anln(l - mz))ﬁ +n =0,
i=1

i=1
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we get

—2n — Y, In(1 — z;) & \/4n? + (2, In(1 — x;))?
N 257" In(1 —xy)
n 1 n 2 1
= — — 4+ -
" n(l—w) 2 J ( " In(1 = a;z-)) T3

We choose the larger zero since (In L)' has only one zero for positive arguments (the
other we found must be negative), and get the maximum likelihood estimator

( n )2+1_ n Ao+ 1 1
o1 In(l — X;) 4 Yrn(l-X;) 2 (mf 4 m(1-x) 2

Forn =100 and Y- | In(1—x;) = —104.0 the estimate is 1/1/1.042 + 1/4+1/1.04—1/2 =
1.545.

(The discussion of actual attainment of maximum at the zero and of which zero to be
chosen, is not required.)

Problem 2 Temperature in March and April

a) We can get an impression of normality of X or Y by means of a histogram (Figur 1a),
and a more accurate assessment by a normal quantile-quantile plot, which should show
linear relationships between ordered observations against normal quantiles, or a normal
probability plot (Figure 1b) could be used, which should show linear relationships.

To assess whether X and Y are independent, we can plot the values of Y against X
(Figure 1c). No special pattern should emerge, for example the points being close to a
non-horizontal line (which indicates correlation). Also a plot of the values of the X; and
the Y; against ¢ in the same graph could reveal dependence (Figure 1d).

b) (X — p)/(S/\/n) has the t-distribution with n — 1 degrees of freedom, so

X—u
Pt X ) =
< =g ) T

with n — 1 degrees of freedom for ¢,/,. Solving the double inequality for i, we get 99%
confidence bounds Z =+ t,/25/y/n for p. Here, n = 12, & = Y ;/n = 9.10/12 = 0.758,
o =001, topos = 3.106, s* = 1 (Ta? = (T w:)?) = L(T7.07 — £(9.10)%) = 6.379,
giving bounds 0.758 £ 3.1061/6.379/v/12 = 0.758 4 2.265, and a confidence interval
(—1.5,3.0).
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Figure 1: (a) Histograms and (b) normal probability plots. Data come from a normal distribu-
tion at the left but not at the right. (c¢) Plots of y against z and (d) of the x; and y; against 1.
X and Y are independent at the left, but not at the right.

c) We consider the null hypothesis Hy: fta—pim = 5 (or Hy: fta— i > 5) and the alternative
hypothesis Hy: pta — ptm < 5.

The observations come naturally in pairs, and there is reason to believe that the March
and the April temperatures of a year are dependent. Therefore we choose a paired test,
which is performed as a single sample test using the differences d; = y; — z;. Under
the null hypothesis, the test statistic "= (D — 5)/(Sp/+/12) has the ¢ distibution with
11 degrees of freedom. A small value of T is indicative of H;, and the critical value is
—to.05 = —1.796.

With our data, d = 4 — = (67.40 — 9.10) /12 = 4.86 and s% = ﬁ(Zd? -1 di)2> =

£(364.53 — 5(67.40 — 9.10)%) = 7.39. So t = (4.86 — 5)/(v/7.39/v/12) = —0.18, which is
not in the critical region, and we do not reject Hy. At the 0.05 significance level there is
not evidence to state that p, — pm < 5.
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Problem 3 Chemical factory

a)

b)

The probability that the lamp lights up when the procedure is performed once, is
P(X >25) = P((X —20)/4 > (25 —20)/4) = P(Z > 1.25) = P(Z < —1.25) = 0.1056,
where Z has the standard normal distribution.

If the procedure is performed three times, let the amounts of by-product be X;, Xs,
X3. Then the probability that the lamp lights up at least once is P(X; > 25U
1—(1—P(X;>25))"=1—(1—0.1056)% = 0.285.

Let Y be the number of times the lamp lights up when the procedure is performed 100

times. Then Y has the binomial distribution with parameters n = 100 and p = 0.1056,
and

- 14.5 — 100 - 0.1056
P(Y > 15) = P(Y > 14.5) = P( > )

Y
Vnp(1—p) — V100-0.1056 - 0.8944
~ P(Z > 1.28) = P(Z < —1.28) = 0.100,

using the normal approximation with continuity correction. (The exact binomial proba-
bility is 0.104.)

(You are not penalized if you have not applied the continuity correction. If you use 15
instead of 14.5 in the normal approximation, you get 0.074, and if you use 14 (arising
from P(Y > 15) =1 — P(Y < 14)), you get 0.131 — not very good approximations.)

Let n be the number of times the procedure is performed, and let X, X5, ..., X,, be the
amounts of by-product. The total amount of by-product, ¥ = >"" ; X, has the normal
distribution with mean 20n and variance 4?n. We want to find n such that

0.01 < P(Y > 500) = p<Y—20n S 500—20n> _ P(Z . 500—207@)7

nn © 4y /n

that is, (500 — 20n)/(4y/n) > z901 = 2.326, or 125 — 5n > zp014/n, and we have a
quadratic inequality 5n 4 zg01/n — 125 < 0 in \/n. The left hand side is a downward-
pointing parabola (as a function of y/n) having zeros (—20_01j:\/z§_01 +4-5- 125)/(2~5),
that is, —5.24 and 4.77, meaning that 0 < \/n < 4.77 and n < 22.8, that is, n < 22 since
n is an integer.
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Problem 4 Barbecue tonight?

a)

b)

A Venn diagram is shown to the right.

P(ANB) > 0 implies that ANB # @, and A and B are not
disjoint. P(A)P(B) =0.4-0.4=0.16 # 0.2 = P(AN B),
so A and B are not independent.

Note that ¢ = (AU B). P(C) = P((AU B)')
— P(AUB) = 1 - (P(A) + P(B) - P(AN B)) =
1-(04+04-0.2)=04.
ANC =AN(AUB) =AnNANB CANA =g, s0 A and C are disjoint (this is
is also obvious from the description of the events). The conditional probability of barbeque
given no rainis P(C | A’) = P(CNA")/P(A") = P(C)/(1—P(A)) =0.4/(1—-0.4) = 0.67.

A=Y — Bi Since Y is a linear combination of the Y;, 1 <i < n, and also B is a linear
combination of the Y;, also & can be written as a linear combination of the Y;, which are
mutually independent and have normal distributions, thus & has the normal distribution.
Ea = (Y Bz)=1 LS EBY,— Bt = £ (a+ fa;) — BT = a+ T — ST = o, and Var & =
Var(Y — 7)) = Var(Y) + 22 Var f = 02 /n+720%) (0 — 1) = (1/n+ 72/ ¥ (2; — T)%) o>
(which can be shown to be equal to 0% 22/(n > (x; — 7)?)).
The assumptions are that the Y; are independent variables having the normal distribution
with mean o + Bx; and variance o2. The Figure indicates that relationship between EY
and z might not be linear, as most points having a small or large z; lie above the estimated
regression line and most other points lie below. This could also be due to dependence
between the Y;. The assumption of constant variance seems to be OK.

An estimate of the temperature at 20:00 if the temperature at 13:00 is 15 °C, is 64+f3- 15 =
—6.57 4+ 1.43-15 = 14.9.

For making a 95% prediction interval for a new observation Y corresponding to o,
we consider the variable Yy — Yy = & + ﬁxo — a — Pxg — €. Since & and B are linear
combinations of Y7, ..., Y,, Vo — Yy is a linear combination of Yi, ..., Y, and €, which
are all independent, so }A/O—YO has a normal distribution. Its expected value is F (}A/O—YO) =
E(&+ Brg—a— By —e€) = 0 and its variance Var(Yy — Yy) = Var(Y + f(zo — &) —€) =
o2(14+1/n+ (xo— )%/ X0, (z; — %)) (B and Y are independent), leading to a statistic
(%—%)/(6\/1 +1/n+4 (xo—2)2/ >0 (v, — 9?)2), which has the ¢-distribution with n—2
degrees of freedom. So

Yo— Yo
G\J1+1/n+ (20— 2)2/ Sy (2; —
with n — 2 degrees of freedom for ¢ go5. Solving the double inequality for Yy, we get 95%
prediction bounds gy £ t0,0256\/1 +1/n+ (xog— )2/ X0 (x; — T)? for yo. Here, n = 18,
T =155, go = 14.9, too2s = 2.101 (n — 2 = 18 degrees of freedom), giving bounds

14.9£2.101-2.041/1 4+ 1/20 + (15 — 15.5)2/510.7 = 14.94.39, and a prediction interval
(10.5,19.3).

P( — lo.025 < > < to_ogs) = 0.95,




