Plan for this lecture

* Recall some theory parts

— partial likelihood function for a relative risk model
— score test for a relative risk model
— two-sample nonparametric log-rank test

* Cox regression with one binary covariate

* Score test for a Cox regression situation with one binary covariate
— two-sample log-rank test



Partial likelihood function for a relative risk model

* Situation:

— n individuals
— individual i has covariate vector x;(t)
— individual i has hazard rate and intensity process

a(tlx(1)) = ao(E)r(B, x(£))
A (1) = Yi(tao(£)r(B. x(2))
M), Yi(E), Na(t), Ya(t), Aa(2)

* Partial likelihood

r(8,x,(T}))
17[ {Z/ L Yi(T)r(B,x(T5))
* For Cox regression models:

r(B,xi(t)) = exp{8" xi(t)}



Score test for a relative risk model

* Situation:

n individuals
— individual i has covariate vector x;(t)
individual 7 has hazard rate and intensity process

a(txi(t)) = ao(t)r(8, xi(t))
Ai(t) = Yi(t)ao(t)r(8, (1))

Ni(t), Yi(t), Ne(t), Yo(t), Ae(t)

* Score test: Hy: 8= [

— test statistic
X3¢ = U(Bo)"1(Bo) " U(o)
where Y% is approximately y?-distributed with g degrees of
freedom when Hy is true
- U(B) = VL(p)
- I(8) = -VU(B) = - V()



Two-sample nonparametric log-rank test

*

Have two counting processes Nq(t) and N»(t) with intensity
processes

)\1(1’) = Yl(t)oq(t)
/\z(t) = YQ(t)OéQ(t)
Log-rank test: Hp : a1(t) = aa(t), t € [0, to]

test statistic
N Z1(to)?
ER™ Vi (to)

where x?p is approximately x? distributed with 1 degree of freedom
when Hj is true

Zi(to) = [° 35 dNi() — [5° 35 dNa(t)

Vi1(to) f Y1(t)Y2(f)dN (t)
L(t) = M




