
Plan for this exercise session

⋆ For a simple parametric model with one parameter

– find likelihood and log likelihood functions
– find the maximum likelihood estimator
– find an estimator for the variance of the MLE
– find 95% confidence interval

⋆ For a parametric model with two parameters

– find likelihood and log likelihood functions
– derive formula for observed information matrix



Parametric counting process models
⋆ Situation

– n individuals
– individual i has hazard rate and intensity process

α(t|xi ) = α0(t; θ)r(β, xi )

λi (t; θ, β) = Yi (t)α0(t; θ)r(β, xi )

– aggregated intensity process

λ•(t; θ, β) =
n∑

i=1

λi (t, θ, β)

⋆ Likelihood function

L(θ, β) =

 n∏
i=1

∏
0<t≤τ

λi (t; θ, β)
∆Ni (t)

 exp

{
−
∫ τ

0
λ•(t; θ, β)dt

}

⋆ Log-likelihood function

ℓ(θ, β) = ln L(θ, β)



Assymptotic properties

⋆ The maximum likelihood estimators are(
θ̂, β̂

)
= argmax

(θ,β)
ℓ(θ, β)

⋆ Score function
U(θ, β) = ∇ℓ(θ, β)

⋆ Information matrix
I(θ, β) = −∇2ℓ(θ, β)

⋆ We have approximately that(
θ̂, β̂

)
∼ N

([
θ
β

]
, I
(
θ̂, β̂

)−1
)

where θ and β are the true values.


