Plan for this exercise session

* Problem 4.3 in ABG:

— counting processes: N;(t),i=1,...,n
— intensity process: \;(t) = Y;(t)Bo(t) where Y;(t) € {0,1}
— find expression for By(t)

* Problem 4.8 in ABG:

additive regression model with p = 2 covariates

ot x1, x2) = Bo(t) + Ba(t)x1 + Ba2(t)x2

assume x; and x» are realisations of stochastic variables
what if one of the covariates is dropped from the model?
— first: x; and x> are independent

thereafter: (xi,x2) are bivariate Gaussian



Additive regression models — situation

n individuals
— individual i has covariate vector x;(t)

— individual i has hazard rate and intensity process

a(t]xi(t)) = ao(t)r(B, xi(t))
Ai(t) = Yi(t)ao(t)r(B, xi(t))

where
r(B,xi(t)) = Bo(t) + Br(t)xi(t) + ... Bp(t)xip(t)

= Ni(t), Yi(t), Ne(t), Yo(t). Aa(2)
* By(t) =[5 Bq(u)du for g=0,1,....p



Additive regression models — notation and estimator

* N(u) = [Ny(u) No(u) -+ No(u)]”

* X(u)
Yi(u) Yi(u)xa(u) - Yi(u)xap(v)
Ya(u)  Yo(uper(u) -+ Ya(u)xep(u)
X(v) = : : :
Ya(u)  Ya(u)xa(u) -+ Ya(u)Xnp(u)

* X~ (u) = (X(u) "X(u))"X(u) T, (p+ 1) x n matrix

* J(u) = I(X(u) has full rank), scalar

* Estimator éo(f)
Bi(t)

B(t) = 1:( - /OtJ(u)X_(u)dN(u)

By(t)



Bivariate Gaussian and condition distribution

* Let
el ] Lo )
~ y 2
X2 H2 po102 03
* Then we have
o
xo|xy ~ N (Mz + %:(Xl — 1), (1 - P2)03>

* Common notation

po
pop = Ele|xa] = po + Tl(XI — 1)

o3 = Varpelx] = (1 - p?)o3



