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Problem 1

a) • Describe shortly two applications for stochastic simulation.
• What are pseudo-random numbers?
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Problem 2

The 2D-vectors shown in the following figure are labelled using either squares or
circles. Use the k-nearest-neighbour approach to classify the point (6, 6), which
is indicated by a triangle in the figure. As a distance function use the L1-norm
which is for two 2-dimensional vectors p = (p1, p2) and q = (q1, q2) defined as:

d(p,q) =| p1 − q1 | + | p2 − q2 |

i.e. the sum of the absolute differences of their Cartesian coordinates.

a) More specifically, classify the point (6, 6) using the following values of k:

• k = 4
• k = 7
• k = 10

Considering not only this example, what can be a problem when k is chosen
too small or too big?
Which procedure would you propose for choosing a sensible value of k? De-
scribe the approach.
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Problem 3

a) Propose a Metropolis-Hastings algorithm to sample according to a binomial
distribution with density

p(x) = n!
x!(n− x)! · p

x · (1− p)n−x, x = 0, 1, 2, 3, . . . , n,

where n denotes the number of trials and p the success probability. Assume
thereby that you cannot sample from the binomial distribution directly. De-
scribe all steps of the algorithm and be as precise as possible in your descrip-
tion (i.e. simplify all expressions etc.).
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Problem 4

Assume we have a data set of n distinct observations.

a) • Explain shortly how you obtain a bootstrap sample from the observed
data set.
• Show that the probability that a certain observation appears in the

bootstrap sample is ≈ 0.632 as n→∞.

b) Among all possible bootstrap samples (ignoring order), what is the most
likely bootstrap sample? Derive the probability to obtain this bootstrap
sample.
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Problem 5

a) Let Y ∼ Exp(λ). Further, let X = Y |Y > a where a > 0 is fixed. That
means, the random variable X is equal to Y conditioned on Y > a. Find
a formula for the cumulative distribution function FX(x) and the inverse of
FX(x). Give an algorithm for simulating X using U ∼ Unif(0, 1).

b) An alternative algorithm to simulate X = Y |Y > a for Y ∼ Exp(λ) is

1. Simulate Y ∼ Exp(λ)
2. If Y > a, then stop and return X = Y , otherwise go back to 1.

Explain why this algorithm is just a rejection-sampling algorithm. To do
this, define the target density f and the proposal density g. Derive also
the bound c, so that c = maxx f(x)/g(x). Show that the rejection-sampling
algorithm reduces to the algorithm described above in steps 1 and 2, and
illustrate your explanation with a figure.
For λ = 1 and a = 4 what is the expected number of trials up to the first
accepted sample?


