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Accessing	your	answer	post-submission:	You	will	find	your	answer	in	Archive	when	the	examination	time
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/Language:	English

1 Introduction:	Consider	the	density

where	 	is	a	normalising	constant	and	 	is	a	positive	real	number,	 .
	
Exercise:

Explain		how	to	use	rejection	sampling	to	simulate	 	random	samples	from	this	density.
How	can	we	use	the	samples	to	estimate	the	constant	 ?

	
Fill	in	your	answer	here

	
Words:	0
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2(a) 	
	
Introduction:	The	code	refers	to	a	MCMC	program	used	to	generate	samples	from	a	target	distribution	(not
provided).		The	target	density	in	log-scale	is	defined	in	the	R	function	dtarget(x,	log	=		TRUE).
	
Exercise:

What	type	of	proposal	has	been	used?

Select	one	alternative:

	

Random	walk	proposal

Independence	proposal

Impossible	to	decide

Maximum	marks:	5



Eksamen	TMA4300	Vår	2020

4/9

2(b) Introduction:	The	code	in	2c	was	used	to	generate	samples	using	two	different	value	for	the	parameter	sd.
The	plot	below	shows	the	traceplot	and	the	autocorrelation	function	for	the	two	runs

Exercise:	

What	is	the	role	of	the	sd	parameter?
Compare	the	two	runs	in	term	of	burn	in,	acceptance	rate	and	mixing	properties.

	
Fill	in	your	answer	here
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3 Introduction:	Assume	that,	given	the	vector	 	the	observations	 	are
independent	and	Poisson		distributed	with	parameter	 	i.e.
	

	
Exercise:	Consider	the	following	possible	models	for	the	linear	predictor		 	(in	each	case	 represents	the
value	of	a	known	covariate).	For	which	models	can	we	use	INLA	to	perform	posterior	inference	on	the	model?
	
Select	one	or	more	alternatives:

	

where

where	

	

where	

	

where
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4 Introduction:	Assume	that		 	is		a	sample	from	a	normal	distribution	with	mean	 	and	variance	1.
Consider	the	following	two	statements:
	

1.	 "A	95%	confidence	interval	for	 	is	the	interval	[2,	2.5]."
2.	 "A	95%	credibility	interval	for	 	is	the	interval	[2	2.5]."

Exercise:
Describe	the	context	in	which	each	statement	is	used,	and	and	for	each	of	statement	1	and	2	write	down	a
precise	interpretation.

	

	

Words:	0
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5(a) Introduction:	Consider	the	following	model	for	the	observed	data	 :
	

	
where	 	are	unobserved	Bernoulli	variables	with	unknown	parameter	 .
	
Exercise:

Explain	the	principles	of	the		EM	algorithm	when	applied	to	the	estimation	of	the	parameter	

	
	
Fill	in	your	answer	here

	

	

Words:	0
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5(b) Introduction:	We	want	to	apply	the	EM	algorithm	to	estimate	the	parameter	 for	the	model	in	5a)
	
Exercise:

Derive	an	expression	for	the	complete	data	likelihood	
Derive	the	function	
Find	a	formula	for	the	 	maximizing	

Upload	your	file	here.	Maximum	one	file.

All	file	types	are	allowed.	Maximum	file	size	is	35	GB
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5(c) Introduction:	we	want	to	estimate	the	variance	of	the	EM	estimator	of	 	derived	in	5b)	using	bootstrap
	
Exercise:

Write	a	pseudocode	for	how	we	can	use	bootstrapping	to	estimate	the	standard	deviations	of	the
maximum	likelihood	estimators	for	

Upload	your	file	here.	Maximum	one	file.
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6 Introduction:	Assume	we	have	the	following	pdf	

where	 ,	 	is	such	that	the	density	integrates	to	1.	Moreover	let	
	
Exercise:

Find	the	mode	of	the	density		
Use	the	Taylor	expansion	to	the	second	order	to	approximate	the	function	 	and
build	a	Gaussian	approximation	of	 	around	its	mode.
Use	the	Gaussian	approximation	to	estimate	the	value	of	the	constant	C

Upload	your	file	here.	Maximum	one	file.

All	file	types	are	allowed.	Maximum	file	size	is	35	GB
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7 	
Introduction:	Given	the	probability	density

where	 	and	 	is	such	that	the	density	integrates	to	1.
	
Exercise:	

Explain	in	detail	how	you	can	use	Gibbs	sampling	to	obtain	samples	from	the	distribution.	Write	down	the
full	conditionals	and	write	a	pseudo-code	

	
	
	

Upload	your	file	here.	Maximum	one	file.

All	file	types	are	allowed.	Maximum	file	size	is	35	GB
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Question 2
Attached



my.mcmc <- function(x, numit , sd )
{
xsamples <- rep(NA, numit)
yes<-0
no<-0
xsamples[1] = x
# specify a starting value x<-0.0
for(k in 2:numit){

# propose a new value
proposal <- rnorm(1, mean=x, sd=sd )
# compute log posterior ratio
logposterior.ratio <- dtarget(proposal, log=TRUE) - dtarget(x, log=TRUE)
# compute log proposal ratio
logproposal.ratio <- 0
# derive the acceptance probability (on log scale)
alpha <- logposterior.ratio + logproposal.ratio # accept -reject step
if(log(runif(1)) <= alpha){

# accept the proposed value
x <- proposal
# increase counter of accepted values
yes<-yes+1

} else{
# stay with the old value
no <- no + 1 }

if(k %% 100 == 0){
# print every 100 iterations the acceptance rate
cat("The acceptance rate is:", round(yes/(yes+no)*100,2), "%\n")

}
xsamples[k] = x
}

return(xsamples)
}

1


