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Abstract.

An approach is described to the numerical solution of order conditions for Runge-Kutta methods whose solutions evolve on a given manifold. This approach is based on least squares minimization using the Levenberg-Marquardt algorithm. Examples of methods of order four, five and six are given and numerical experiments are presented which confirm that the derived methods have the expected order of accuracy.

\textit{AMS subject classification:} 65L05.

\textit{Key words:} Runge-Kutta methods, order conditions, geometric integration, rigid frames, least squares minimization.

1 Introduction

The solution of many systems of ordinary differential equations (ODEs) preserves certain constraints or invariants. For example, a Hamiltonian system preserves the symplectic structure (all Poincaré invariants) [16]; skew-Hermitian systems maintain unitariness of the solution [7]; isospectral flows retain the eigenvalues of the initial matrix [2]; conservative mechanical systems preserve energy [17]; rotating rigid body in space preserves angular momentum [17]; the solution of differential-algebraic equations (DAEs) preserves algebraic constrains [15].

Multi-purpose methods and software which can efficiently solve the wide range of possible problems usually cannot incorporate known qualitative information about the solution, and this may lead to severe shortcomings. It was demonstrated, for example, by Führer and Leimkuhler [9] that the numerical solution of DAEs for constrained mechanical motion may drift from the position constraints in an unpredictable way. Similarly, Dieci, Russel and Van Vleck [7] observed in the context of skew-Hermitian problems that the use of a nonunitary integrator is equivalent to modifying the original problem into a nonskew-Hermitian one.
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which is generally either unstable or stiff for long time integration and presents all sorts of different difficulties.

Many ODE systems which preserve certain constraints can be formulated as differential equations on manifolds. This was demonstrated, for example, by Arnold [1] for Hamiltonian systems; Crouch and Grossman [3] (see also [7]) for skew-symmetric systems (in this case the underlying manifold is the Lie group of unitary matrices); by Calvo, Iserles and Zanna [2] for isospectral flows; and by Rheinboldt [15] for DAEs. It is important, therefore, to derive numerical methods whose solutions also evolve on the manifold. There seem to be two principal approaches to accomplish this task. The first one is to use any classical numerical scheme to compute an approximation to the solution at a given point and then to project this result to the manifold on which the solution is known to lie. To increase computational efficiency the projection after a fixed number of time-steps can be made rather than after each step. The second approach, which received recently a lot of attention, consists of construction of numerical methods whose solutions automatically evolve on a given manifold. Following the terminology of [4] such methods will be called geometrically exact.

The two important early developments in this area are due to Crouch and Grossman [3] and Munthe-Kaas [10]. The paper [3] was first overlooked in numerical analysis community and only recently received the proper recognition. The approach taken in [3] is based on the use of predefined vector fields $E_1, E_2, \ldots, E_m$ on $\mathbb{R}^d$, $m \leq d$, and the differential system is expressed in the form

$$
\begin{align*}
    \frac{dy}{dt} &= F(y) = \sum_{i=1}^{m} f_i(y) E_i(y), \quad t \geq 0, \\
    y(0) &= y_0,
\end{align*}
$$

where $f_i$ are real analytic functions on $\mathbb{R}^d$. The numerical methods (Runge-Kutta (RK), linear multistep) are then defined through various compositions of the flows of vector fields in the span of $E_1, E_2, \ldots, E_m$, i.e. by using flows of the more elementary system

$$
\begin{align*}
    \frac{dy}{dt} &= \sum_{i=1}^{m} a_i E_i(y)
\end{align*}
$$

obtained by freezing the coefficients $a_i = f_i(p)$ at some point $p$. This will be explained in more detail in case of RK methods in Section 2. The underlying assumption (assumption 1 in [3]) is then that one must be able to compute the flows of (1.2) for any $p \in \mathbb{R}^d$ to arbitrary accuracy. In the Euclidean case corresponding to $E_i = \partial / \partial x_i$, $m = d$, the methods proposed in [3] reduce to traditional RK or linear multistep methods. In the general case, the methods constructed in this way will evolve on a submanifold $\mathcal{M}$ of $\mathbb{R}^d$ whose tangent space at the point $p$ is the Lie algebra generated by $E_1, E_2, \ldots, E_m$ evaluated at $p$. Hence, this approach is quite general and may be used to tailor integration methods which will preserve any prescribed constraints. This process is illustrated in [4] for the RK method of order three which preserves unitarity of
the solution to the rolling ball equations, and in [5] for RK and linear multistep methods which preserve unitariness of the solution of the system describing the evolution of the attitude of a rigid body, such as a spacecraft.

Munthe-Kaas [10] deals with the RK methods for ODEs evolving on Lie groups, i.e., manifolds which also possess the structure of a continuous group. As demonstrated in [17], such problems are of considerable interest in computational mechanics. Lie group actions constitute a set of basic flows which are usually easy to compute (this means that Assumption 1 in [3] is satisfied) and if a numerical integration scheme can be expressed in terms of these flows, the numerical solution will automatically stay on the manifold. In [10] order conditions for RK methods are obtained by comparing the Lie-Butcher series for the exact solution with the corresponding Lie-Butcher series for the numerical solution. In this theory (as well as in [3]), the elementary differentials are represented as commutators between vector fields (in classical theory they are represented as rooted trees). Although [10] deals only with the abelian (commutative) case, the theory can be extended in a natural way to non-abelian Lie groups.

The order conditions derived in [3] are necessarily quite complicated and difficult to solve. In [3] they were solved for low orders yielding a first example of an RK method of order three whose solution evolves on a given manifold. Such methods will be referred to as RK methods of Crouch-Grossman type. The theory of order conditions for these methods (including implicit methods) was further refined by Owen and Marthinsen in [13] and these authors also obtained the first example of explicit RK method of Crouch-Grossman type of order four. Munthe-Kaas, in a recent paper [11], have also found a RK method of order four whose solution evolves on a Lie group. He also proved in [12] that any classical RK method can be implemented as a RK method of the same order whose solution stays on a general homogeneous manifold.

The organization of this paper is as follows. In Section 2 we define explicit and implicit RK methods of Crouch-Grossman type and discuss briefly order conditions for these methods. In Section 3 we describe the approach to the numerical solution of a system of nonlinear equations corresponding to order conditions which is based on least squares minimization. Using this technique we were able to solve the resulting order conditions up to order five and examples of such methods of order four and five are presented in Appendix A. We also present a set of coefficients that approximately satisfy the order six conditions. Finally, in Section 4 we report the results of some numerical experiments on the spinning top problem which confirm that the constructed methods have the expected order of accuracy.

2 RK methods of Crouch-Grossman type

To define explicit RK methods for the numerical integration of (1.1) assume that an approximation \( p = y_k \) to \( y(t_k) \) is already computed and consider the
differential system with coefficients frozen at the point $p$

$$
\begin{align*}
\begin{cases}
  y' &= F_p(y) = \sum_{i=1}^{m} f_i(p) E_i(y), \\
  y(t_k) &= p,
\end{cases} \\
  t_{k+1} &= t_k + h.
\end{align*}
$$

(2.1) We then define a numerical approximation $y_{k+1}$ to $y(t_{k+1})$ in terms of the flows of the vector field $F_y$ with coefficients frozen at some points as follows

$$
\begin{align*}
\begin{cases}
  Y_1 &= p, \\
  F_1^1(y) &= F_p(y), \\
  Y_2 &= e^{h a_1} F_p p, \\
  F_2^2(y) &= F_y(y), \\
  Y_3 &= e^{h a_2} F_p e^{h a_1} F_p p, \\
  F_3^3(y) &= F_y(y), \\
  \vdots & \\
  Y_s &= e^{h a_{s-1}} F_p \cdots e^{h a_1} F_p p, \\
  F_s^s(y) &= F_y(y), \\
  y_{k+1} &= e^{h b_s} F_p \cdots e^{h b_2} F_p p.
\end{cases}
\end{align*}
$$

(2.2)

In the above formulas we have used a standard notation $e^{tF_p}$ for the $t$-flow of the vector field $F_y$ through $p$. Such methods were referred to in [3] as explicit RK algorithms adapted to a frame or in [13] as integration methods based on rigid frames. In this paper we will refer to (2.2) as RK methods of Crouhy-Grossman type. As explained in [3] it follows that if the solution $y(t)$ of (1.1) evolves on a manifold $\mathcal{M}$ then the numerical approximations $y_k$ computed by (2.2) will also evolve on this manifold $\mathcal{M}$ assuming that $y_0 \in \mathcal{M}$.

Owen and Marthinsen [13] defined also an implicit version of these methods by the following formulas

$$
\begin{align*}
\begin{cases}
  Y_r &= e^{h a_{r-1}} F_p \cdots e^{h a_1} F_p p, \\
  F_r^r(y) &= F_y(y), \\
  y_{k+1} &= e^{h b_s} F_p \cdots e^{h b_2} F_p p,
\end{cases}
\end{align*}
$$

(2.3) $r = 1, 2, \ldots, s$, which are implicit both in $Y_r$ and $F_r^r$. Owen and Welfert [14] then proposed two variants of the Newton iterations to solve the system (2.3) in the case when the manifold $\mathcal{M}$ is a Lie group.

We will represent explicit methods of the form (2.2) by Butcher tableaux of coefficients

$$
\begin{array}{c|cccc}
  c_i & a_{i1} & a_{i2} & \cdots & a_{is} \\
  c_1 & a_{21} & & & \\
  c_2 & & a_{31} & a_{32} & \\
  \vdots & & & \ddots & \\
  c_s & a_{s1} & a_{s2} & \cdots & a_{ss}
\end{array}
$$

$$
\begin{array}{c|cccc}
  b_1 & b_2 & \cdots & b_{s-1} & b_s
\end{array}
$$

where $c_i = \sum_{j=1}^{i-1} a_{ij}$, $i = 1, 2, \ldots, s$. 

It was demonstrated in [13] that the method (2.3) has order $q$ if

$$
(2.4) \quad \Phi(t) = \frac{1}{\gamma(t)}
$$

for all $t \in T^1_O \cup T^2_O \cup \cdots \cup T^q_O$. Here, $T^r_O$ stands for the set of ordered rooted trees of order $r$, $\Phi(t)$ is the elementary weight corresponding to $t$ and $\gamma(t)$ is the density of the tree $t$. We refer to [13] for the definitions of these notions.

3 Solution of order conditions by least squares minimization

3.1 Automatic generation of order conditions

The order conditions (2.4) are defined recursively in [13]. The only tree in $T^1_O$ is denoted $\tau$ and trees in $T^{q+1}_O$ where $q \geq 1$ is written in the usual way as $t = [t_1, \ldots, t_q]$. The elementary weight $\Phi(t)$ as well as the elementary stage weights $\Phi_r(t)$, $1 \leq r \leq s$, are defined recursively in terms of $\Phi_r(t_k)$, $1 \leq k \leq r$, where $\Phi(t_\tau) = \Phi_r(t_\tau) = 1$. A set of Fortran subroutines was written to use the same type of recursion to build the $\Phi_r(t)$ for all $t \in T^1_O \cup \cdots \cup T^q_O$. Each tree $t$ is assigned an integer index, together with a list of integers $i_1, \ldots, i_\mu$ such that if $t = [t_1, \ldots, t_q]$ then $i_j$ is the index of $t_j$. To generate this data structure, we wrote a Maple program whose output is a Fortran subroutine which sets up the data structure for arbitrary high orders. It was proved in Owren and Marthinsen [13] and Tracogna and Welfert [18] that the order conditions (2.4) are not all independent. The Maple program takes advantage of this reduction by creating a integer table in which all entries corresponding to trees that can be discarded are set to zero. This information is used by the subroutine which computes the $\Phi(t)$.

3.2 Numerical solution of order conditions

To solve the order conditions (2.4) we have used an approach based on least squares minimization of the objective function $f(A, b)$ defined by

$$
(3.2) \quad f(A, b) = \sum_{t \in T^1_O \cup T^2_O \cup \cdots \cup T^{q+1}_O} \left( \Phi(t) - \frac{1}{\gamma(t)} \right)^2,
$$

which depends on the coefficients $A$ and $b$ of the method (2.2). This function was minimized using subroutine lmdif.f from MINPACK starting with many randomly generated initial guesses. Then the minima of this function which are equal to zero are also solutions to order conditions (2.4).

The subroutine lmdif.f is based on the Levenberg-Marquardt algorithm and we refer to [6] for a detailed description of this approach. The random guesses were generated using the subroutine zufall.f which is uniform random number generator written by W. P. Petersen from ETH, Zürich. The iterations were continued until the relative error between two consecutive iterates was at most $xtol = 10^{-18}$ or when relative reductions in the sum of squares were at most
\[ \beta_{0l} = 10^{-18} \] or until we reached the maximum number of functions evaluations. This resulted in many solutions for which the value of the function \( f(A, b) \) was reduced to about \( 10^{-15} \) for methods of order four and five. The system of order conditions seems to be very ill-conditioned for methods of order six and we were only able to reduce \( f(A, b) \) to about \( 10^{-6} \) for these methods. These solutions were then further improved by running \texttt{ldif.f} in extended precision with \( \	exttt{xtol} = \beta_{0l} = 10^{-32} \). This process usually resulted in solutions for which the value of \( f(A, b) \) was reduced to about \( 10^{-31} \) for methods of order four and five and to about \( 10^{-8} \) for methods of order six.

We have performed an extensive computer search looking for methods (2.2) of order \( q = 4 \) with \( s = 5 \), order \( q = 5 \) with \( s = 9 \), and order \( q = 6 \) with \( s = 16 \), where \( s \) stands for the number of stages. We have listed in the table below the order \( q \), the number of stages \( s \), the number of free parameters \( n = s(s + 1)/2 \) for explicit methods given by \( a_{ij}, i = 2, 3, \ldots, s, j = 1, 2, \ldots, i - 1 \), and \( b_{ij}, i = 1, 2, \ldots, s \), and the number \( N_{CG} \) of order conditions for methods (2.2). For comparison, we have also listed in the fifth column of this table the number \( N_{RK} \) of order conditions for classical RK methods.

<table>
<thead>
<tr>
<th>( q )</th>
<th>( s )</th>
<th>( n )</th>
<th>( N_{CG} )</th>
<th>( N_{RK} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>5</td>
<td>15</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>45</td>
<td>38</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>136</td>
<td>113</td>
<td>37</td>
</tr>
</tbody>
</table>

We have found many methods of order four and five. We have also found coefficients that satisfy the order six conditions approximately up to \( 6 - 7 \) significant digits. In Appendix A we present some examples of these methods with moderately sized coefficients. For the method of order four the abscissae \( \xi_i, i = 1, 2, \ldots, 5 \), are in the interval \([0, 1]\).

The numerical experiments presented in Section 4 confirm that all these methods achieve the expected order of accuracy.

4 Numerical verification of order

We use the spinning top [13], [8] as a test problem to verify the order of the methods presented in Appendix A. The top is modeled as a rigid body that is suspended at one point, and has the Lie group \( G = \text{SO}(3) \times \mathfrak{so}(3) \) as its configuration space. The Lie algebra of \( G \) is isomorphic to \( \mathfrak{so}(3) \times \mathfrak{so}(3) \).

A point in the configuration space \( G \) is described as a pair \((B(t), \omega(t))\). The orthogonal matrix with determinant one, \( B(t) \), transforms the top from local to global coordinates. The skew-symmetric matrix \( \omega(t) \) is the angular momentum of the spinning top.

The governing equations are described in e.g. [13], [8], and we use as initial values

\[
B(0) = B_0 = \begin{bmatrix}
1.0 & 0.0 & 0.0 \\
0.0 & \cos(\phi) & \sin(\phi) \\
0.0 & -\sin(\phi) & \cos(\phi)
\end{bmatrix}
\]
and

\[ \omega(0) = \omega_0 = \begin{bmatrix} 0.0 & -1.0 & 0.0 \\ 1.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 \end{bmatrix}, \]

with \( \phi = \pi/16 \). We integrate from \( t_0 = 0 \) to \( t_{\text{end}} = 1.0 \) with constant stepsize \( h = 0.1 \).
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**Figure 4.1:** The Crouch–Grossman method applied to the spinning top problem. The graphs show the global error of the two solution components as a function of time.

![Distance from manifold](figure2.png)

**Figure 4.2:** The Crouch-Grossman method applied to the spinning top problem. The left graph shows the distance from the configuration space \( G \) as a function of time, while the right graph shows the global error as a function of the stepsize. The reference line (solid) in the right graph indicates order four. We show only the results for the first component \( B(t) \).

The integrators are denoted by \( \text{CG4a} \) (Example 1), \( \text{CG5a} \) (Example 2) and \( \text{CG6a} \) (Example 3). We compare these schemes with the fourth order scheme,
denoted by **CG4**, proposed in [13]. Figure 4.1 shows the global error of the two solution components as a function of time. It is clear that the fourth order scheme proposed in Example 1 is superior to the **CG4** scheme derived in [13]. We also see that, although the **CG6a** scheme satisfies the order conditions only approximately (6-7 decimals), the results produced while integrating the above test problem is significantly better than the results from the other schemes.

Figure 4.2 shows, on the left graph, the distance between the numerical solution and the configuration space $G$ as a function of time (2-norm), while the right graph shows the global error as a function of the step-size. The slopes of the graphs give the approximation order. The **CG4a** and **CG5a** methods are indeed of order four and five, respectively, but we see that the sixth order method only approximately satisfies the order conditions.
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A Examples of methods

We present below examples of RK methods of Crouch-Grossman type of order
$q = 4$ with $s = 5$ stages, order $q = 5$ with $s = 9$ stages, and order $q = 6$ with
$s = 16$ stages. All coefficients have been truncated to 16 digits after the decimal
point.

**Example 1:** $q=4$, $s=5$ (CG4a).

\[
\begin{align*}
  a_{2,1} &= 0.817727988124852, & a_{3,1} &= 0.3199876375476427, \\
  a_{3,2} &= 0.0659864263556022, & a_{4,1} &= 0.9214417194469496, \\
  a_{4,2} &= 0.499785777673573, & a_{4,3} &= -1.09698448371582, \\
  a_{5,1} &= 0.355235859023322, & a_{5,2} &= 0.239058372307326, \\
  a_{5,3} &= 1.391856572403246, & a_{5,4} &= -1.109279392113465.
\end{align*}
\]

\[
\begin{align*}
  b_1 &= 0.13705351520630755, & c_1 &= 0.0, \\
  b_2 &= -0.0183698531564020, & c_2 &= 0.817727988124852, \\
  b_3 &= 0.7307813985370700, & c_3 &= 0.385974609032449, \\
  b_4 &= -0.19714256559889, & c_4 &= 0.32429052286937, \\
  b_5 &= 0.3322195559106874, & c_5 &= 0.8768903263420429.
\end{align*}
\]

**Example 2:** $q=5$, $s=9$ (CG5a).

\[
\begin{align*}
  a_{2,1} &= 0.5119828014137712, & a_{3,1} &= 0.12566712064383, \\
  a_{3,2} &= 0.7516202380829815, & a_{4,1} &= -0.185918098560963, \\
  a_{4,2} &= 0.980529540653367, & a_{4,3} &= -0.533320514616572, \\
  a_{5,1} &= 0.169376727911796, & a_{5,2} &= 0.950558305836004, \\
  a_{5,3} &= -0.3601241719456298, & a_{5,4} &= -0.2298819100175240, \\
  a_{6,1} &= -0.367277810475256, & a_{6,2} &= -0.00802995054851, \\
  a_{6,3} &= -0.001033637263253, & a_{6,4} &= 0.47478451454336, \\
  a_{6,5} &= -0.182767578666842, & a_{7,1} &= -0.196784902954152, \\
  a_{7,2} &= -0.0841805485664162, & a_{7,3} &= -0.026530236369690, \\
  a_{7,4} &= 0.755974736983863, & a_{7,5} &= -0.023807619898107, \\
  a_{7,6} &= 0.04829529035956, & a_{8,1} &= -0.530945215894434, \\
  a_{8,2} &= 0.0197456651284920, & a_{8,3} &= -0.089078297362347, \\
  a_{8,4} &= 1.112114193813167, & a_{8,5} &= -0.25492318966407, \\
  a_{8,6} &= 0.060968126948897, & a_{8,7} &= -0.019658555145840, \\
  a_{9,1} &= 0.0, & a_{9,2} &= -0.11664199354347, \\
  a_{9,3} &= 0.000783732907899, & a_{9,4} &= 0.127398332794543, \\
  a_{9,5} &= -0.251179808773599, & a_{9,6} &= -0.589679904068681, \\
  a_{9,7} &= -0.3715982236980106, & a_{9,8} &= 1.117090634909428.
\end{align*}
\]
Example 3: \( q=6, s=16 \) (CG6a).

\[
\begin{align*}
{a}_{2,1} & = 0.08286617, & {a}_{2,1} & = 0.13772068, & {a}_{3,2} & = 0.36716433, \\
{a}_{4,1} & = -0.25167910, & {a}_{4,2} & = 0.38144157, & {a}_{4,3} & = -0.0388100, \\
{a}_{5,1} & = 0.73891213, & {a}_{5,2} & = 2.0287622, & {a}_{5,3} & = -0.3605042, \\
{a}_{6,1} & = 0.90093979, & {a}_{6,2} & = -0.72119366, & {a}_{6,3} & = 0.3158916, \\
{a}_{7,1} & = 1.20950077, & {a}_{7,2} & = -1.0320654, & {a}_{7,3} & = 0.9634128, \\
{a}_{8,1} & = 0.82670444, & {a}_{8,2} & = 0.78444507, & {a}_{8,3} & = 0.7113581, \\
{a}_{9,1} & = -0.6919029, & {a}_{9,2} & = 0.6589413, & {a}_{9,3} & = -0.0269763, \\
{a}_{10,1} & = 0.18251540, & {a}_{10,2} & = -0.3394286, & {a}_{10,3} & = 0.6736464, \\
{a}_{11,1} & = -0.19916288, & {a}_{11,2} & = 0.17904428, & {a}_{11,3} & = -0.0055958, \\
{a}_{12,1} & = 0.04781843, & {a}_{12,2} & = 0.59284175, & {a}_{12,3} & = -0.91255267, \\
{a}_{13,1} & = 0.6001080, & {a}_{13,2} & = 0.13050267, & {a}_{13,3} & = 0.05672074, \\
{a}_{14,1} & = 0.53610222, & {a}_{14,2} & = 0.10465447, & {a}_{14,3} & = -0.21875824, \\
{a}_{15,1} & = 0.81456898, & {a}_{15,2} & = -1.01083047, & {a}_{15,3} & = 0.17884608, \\
{a}_{16,1} & = 0.46716208, & {a}_{16,2} & = -0.0937705, & {a}_{16,3} & = -0.13875871, \\
{a}_{17,1} & = 0.24366655, & {a}_{17,2} & = 0.1605871, & {a}_{17,3} & = 0.24743438, \\
{a}_{18,1} & = 0.06344808, & {a}_{18,2} & = 0.83944379, & {a}_{18,3} & = 0.46618376, \\
{a}_{19,1} & = -0.28558860, & {a}_{19,2} & = -0.03447889, & {a}_{19,3} & = -0.32905164, \\
{a}_{20,1} & = 0.25715271, & {a}_{20,2} & = -0.57798858, & {a}_{20,3} & = -1.6913378, \\
{a}_{21,1} & = 2.38817896, & {a}_{21,2} & = -1.68245699, & {a}_{21,3} & = -1.5275929, \\
{a}_{22,1} & = 2.6244775, & {a}_{22,2} & = 2.4297459, & {a}_{22,3} & = -2.9520373, \\
{a}_{23,1} & = 2.50612651, & {a}_{23,2} & = -2.38134644, & {a}_{23,3} & = 0.83864638, \\
{a}_{24,1} & = 1.12787276, & {a}_{24,2} & = -2.65439436, & {a}_{24,3} & = 0.0941921, \\
{a}_{25,1} & = 0.89104469, & {a}_{25,2} & = 1.79715345, & {a}_{25,3} & = 0.67260683, \\
{a}_{26,1} & = 0.00835084, & {a}_{26,2} & = 0.38145084, & {a}_{26,3} & = 0.51608251, \\
{a}_{27,1} & = 1.42902838, & {a}_{27,2} & = 0.62651475, & {a}_{27,3} & = 0.0039365, \\
{a}_{28,1} & = 0.0117871, & {a}_{28,2} & = 0.2495372, & {a}_{28,3} & = 0.3815139, \\
{a}_{29,1} & = 0.09422289, & {a}_{29,2} & = 0.77714712, & {a}_{29,3} & = 1.1429944, \\
{a}_{30,1} & = 1.3460040, & {a}_{30,2} & = -0.76151845, & {a}_{30,3} & = 1.06821875, \\
{a}_{31,1} & = -1.48472940, & {a}_{31,2} & = 0.88771458, & {a}_{31,3} & = 0.28003071, \\
{a}_{32,1} & = -0.29227691, & {a}_{32,2} & = 0.17556236, & {a}_{32,3} & = -0.15270356, \\
{a}_{33,1} & = -0.15443516, & {a}_{33,2} & = 0.59334123, & {a}_{33,3} & = 0.71526521, \\
{a}_{34,1} & = -0.50197924, & {a}_{34,2} & = 0.64373359, & {a}_{34,3} & = 1.3060458, \\
{a}_{35,1} & = -0.07902693, & {a}_{35,2} & = 2.1865806, & {a}_{35,3} & = 1.6752027, \\
{a}_{36,1} & = 2.09554059, & {a}_{36,2} & = 0.00298609, & {a}_{36,3} & = 0.4617364, \\
{a}_{37,1} & = -0.42433386, & {a}_{37,2} & = -1.16128741, & {a}_{37,3} & = 0.6353980, \\
{a}_{38,1} & = -0.0133208, & {a}_{38,2} & = 0.79304651, & {a}_{38,3} & = 0.05109396, \\
{a}_{39,1} & = 0.18907094, & {a}_{39,2} & = -0.60401546, & {a}_{39,3} & = -0.18637406, \\
{a}_{40,1} & = 0.08470621, & {a}_{40,2} & = 0.43807966, & {a}_{40,3} & = 0.4498686, \\
\end{align*}
\]
\[
\begin{align*}
a_{16,10} &= 0.07882516, & a_{16,11} &= 0.14867187, & a_{16,12} &= -0.13575501, \\
a_{16,13} &= -0.17541368, & a_{16,14} &= -0.11323535, & a_{16,15} &= -0.03842925, \\
b_1 &= 0.02632004, & c_1 &= 0.0, & b_2 &= 0.12717426, \\
b_2 &= 0.08286617, & b_3 &= 0.24411184, & c_3 &= 0.22944365, \\
b_3 &= -0.01270790, & c_4 &= 0.12585446, & b_5 &= -0.01284543, \\
c_5 &= 0.08159279, & b_6 &= -0.00955321, & c_6 &= 0.72807150, \\
b_7 &= -0.02228604, & c_7 &= 0.61549466, & b_8 &= 0.3395605, \\
c_8 &= 0.54264125, & b_9 &= 0.28291010, & c_9 &= 0.9298304, \\
b_{10} &= -0.14261072, & c_{10} &= 0.86816056, & b_{11} &= 0.00035311, \\
c_{11} &= -1.46501832, & b_{12} &= -0.00029156, & c_{12} &= -1.53879386, \\
b_{13} &= -0.07689126, & c_{13} &= 0.94106152, & b_{14} &= -0.08578008, \\
c_{14} &= 0.94541705, & b_{15} &= -0.01345727, & c_{15} &= 0.2866209, \\
b_{16} &= 0.30159809, & c_{16} &= 0.86577033.
\end{align*}
\]