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LOG-LOCATION SCALE MODELS

A lifetime T has a log-location-scale family of distributions if
lnT has a location- scale family i.e.

lnT = µ+ σU

where U has a “standardized” distributions centered around 0, with values
in (−∞,+∞).:

if U ∼ N(0, 1), then T ∼ lognormal(µ, σ)

if U ∼ logistic(0, 1), then T ∼ log-logistic(µ, σ)

if U ∼ Gumbel(0, 1), then T ∼Weibull(θ, α) with

ln θ = µ, 1/α = σ
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TYPICAL DISTRIBUTIONS FOR U

Below are given, respectively, cdf and pdf of some “standardized”
distributions, for −∞ < u <∞.

Generic: Ψ(u) = P(U ≤ u), ψ(u) = Ψ′(u)

Normal: Φ(u) =
∫ u
−∞ φ(x)dx , φ(u) = 1√

2π
e−

1
2
u2

Logistic: H(u) = eu

1+eu , h(u) = eu

(1+eu)2

Gumbel: G (u) = 1− e−e
u
, g(u) = eu−e

u
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DISTRIBUTION OF T

Let T be distributed as a log-location-scale family with

lnT = µ+ σU

Then

FT (t) = P(T ≤ t) = P(lnT ≤ ln t)

= P(µ+ σU ≤ ln t) = P
(
U ≤ ln t − µ

σ

)
= Ψ

( ln t − µ
σ

)
Thus

RT (t) = 1−Ψ
( ln t − µ

σ

)
and

fT (t) = ψ
( ln t − µ

σ

)
· 1

σt

Bo Lindqvist Slides 10 TMA4275 LIFETIME ANALYSIS 5 / 31



LIKELIHOOD FUNCTION FOR RIGHT-CENSORED DATA

Likelihood for data from a general log-location-scale family:

L(µ, σ) =
∏

i :δi=1

ψ
( ln yi − µ

σ

)
· 1

σyi
·
∏

i :δi=0

(
1−Ψ

( ln yi − µ
σ

))
and log-likelihood is

`(µ, σ) =
∑
i :δi=1

(
lnψ

( ln yi − µ
σ

)
− lnσ− ln yi

)
+
∑
i :δi=0

ln
(
1−Ψ

( ln yi − µ
σ

))

Bo Lindqvist Slides 10 TMA4275 LIFETIME ANALYSIS 6 / 31



VARIANCES AND STANDARD ERRORS OF ESTIMATORS

Same theory as for Weibull (θ, α) basically holds for the MLE µ̂, σ̂ as
regards standard deviation, confidence intervals, etc.

Now the observed information matrix is

I (µ̂, σ̂) =

[
−∂2`(µ,σ)

∂µ2 −∂2`(µ,σ)
∂µ∂σ

−∂2`(µ,θ)
∂µ∂σ −∂2`(µ,σ)

∂σ2

]

and

[
I (µ̂, σ̂)

]−1
=

[
V̂ar(µ̂) ̂Cov(σ̂, µ̂)
̂Cov(µ̂, σ̂) V̂ar(σ̂)

]
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EXAMPLE: SHOCK ABSORBER FAILURE DATA

These data are first reported in O’Connor (1985).

Failure times, in number of kilometers of use, of vehicle shock
absorbers.

Two failure modes, denoted by Ml and M2.

One might be interested in the distribution of time to failure for mode
Ml, mode M2, or in the overall failure-time distribution of the part.

Here we do not differentiate between modes Ml and M2. We will
consider estimation of the distribution of time to failure by either
mode Ml or M2.
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SHOCK ABSORBER FAILURE DATA
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ANALYSIS BY MINITAB: LOGNORMAL DISTRIBUTION
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SOME “HAND CALCULATIONS”

Estimates from MINITAB: µ̂ = 10.1448, and σ̂ = 0.530068

Ê (T ) ≡ M̂TTF = eµ̂+ 1
2
σ̂2

= e10.1448+ 1
2
·0.5300682

= 29297.5

ŜD(T ) =
√

e2µ̂+σ̂2(e σ̂2 − 1) = 16687.1

̂Median(T ) = eµ̂ = 25457.6

t̂0.25 = eµ̂−0.67σ̂ = 17805.2

t̂0.75 = eµ̂+0.67σ̂ = 36399.0

See next page: t̂p = eµ̂+σ̂Φ−1(p).
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PERCENTILES tp FOR LOG-LOCATION SCALE FAMILIES

Recall definition:
P(T ≤ tp) = p

p = P(T ≤ tp) = P(lnT ≤ ln tp) = Ψ
( ln tp − µ

σ

)
From this,

Ψ−1(p) =
ln tp − µ

σ

ln tp = µ+ σΨ−1(p)

tp = eµ+σΨ−1(p)

where Ψ−1(p) has to be calculated for each model, see next page.

Bo Lindqvist Slides 10 TMA4275 LIFETIME ANALYSIS 12 / 31



tp FOR SPECIAL CASES

T is lognormal: Φ−1(p) is in our tables of standard normal distribution.
Particular percentiles:
Median : t0.5 = eµ+σΦ−1(0.5) = eµ as Φ−1(0.5) = 0
t0.25 = eµ+σΦ−1(0.25) = eµ−0.675σ

t0.75 = eµ+σΦ−1(0.25) = eµ+0.675σ

T is Weibull: Here we need G−1(p). Solving G (u) = 1− e−e
u

= p we
get u = G−1(p) = ln(− ln(1− p)) and hence

tp = eµ+σ ln(− ln(1−p)) = e ln θ+ 1
α

ln(− ln(1−p))

= e ln θ+ln[(− ln(1−p))1/α]

= θ · (− ln(1− p))1/α

(which we have derived earlier).
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SPECIAL CASES (CONT.)

T is log-logistic: Here we need H−1(p). Solving H(u) = eu

1+eu = p we get

u = H−1(p) = ln p
1−p and hence

tp = eµ+σ·ln p
1−p

Median = t0.5 = eµ+σ·ln 1 = eµ

t0.25 = eµ+σ·ln 0.25
0.75 = eµ−1.0986σ

t0.75 = eµ+1.0986σ
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SHOCK ABSORBER DATA, SEVERAL MODELS
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PROBABILITY PLOTS FOR LOG-LOCATION-SCALE FAMILIES

F (t) = Ψ
( ln t−µ

σ

)
Ψ−1(F (t)) = ln t−µ

σ = 1
σ ln t − µ

σ

Thus the points
(ln t,Ψ−1(F (t)))

are on the line

y =
1

σ
x − µ

σ

For right-censored data we can estimate F (t) by 1− R̂(t), where R̂(t) is
the KM-estimator, and then plot the points

(ln t(i),Ψ
−1(1− R̂(t(i))))

together with the line

y =
1

σ̂
x − µ̂

σ̂

(As for Weibull, R̂(t) can be replaced by ˆ̂R(t).)
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PROBABILITY PLOTS FOR SPECIAL CASES

Lognormal: Φ−1(p) is in statistical tables.
Plot the points (ln t(i),Φ

−1(1− R̂(t(i))))

Log-logistic: H−1(p) = ln p
1−p

Plot the points (ln t(i), ln
1−R̂(t(i))

R̂(t(i))
)

Weibull: G−1(p) = ln(− ln(1− p))
Thus G−1(F (t)) = ln(− ln(1− F (t))) = ln(− lnR(t)),
so plot the points

(ln t(i), ln(− ln R̂(t(i))))

which is the same plot as derived earlier.
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SHOCK ABSORBER DATA: LOGNORMAL
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SHOCK ABSORBER DATA: WEIBULL
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SHOCK ABSORBER DATA: LOG-LOGISTIC
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DISTRIBUTIONS WITH THRESHOLD PARAMETER

All distributions so far have been with positive densities from 0 and up.
Threshold parameters γ > 0 can be added, so that “old” density
f (t); t > 0, becomes “new” density

f (t − γ); t > γ

No failures can happen within the first γ time units, “guarantee time”.
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THREE-PARAMETER WEIBULL

f (t; θ, α, γ) =
α

θα
(t − γ)α−1e−( t−γ

θ
)α ; t > γ

= 0 otherwise

R(t; θ, α, γ) = e−( t−γ
θ

)α ; t > γ
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THREE-PARAMETER WEIBULL - LOG LIKELIHOOD

`(θ, α, γ) = r lnα− αr ln θ + (α− 1)
∑
i :δi=1

ln(yi − γ)−
n∑

i=1

(yi − γ
θ

)α
where r =

∑n
i=1 δi is the number of failures, and where γ ≤ min yi .

Problem: log likelihood tends to ∞ if γ = y(1) (the smallest of the failure
times) and α < 1. Then there is no maximum likelihood estimate of the
parameters.

So one usually assumes α ≥ 1, in which case there may be solutions
obtained by differentiation as usual, but where one also needs to check the
value of l(θ, α, γ) on the boundary of the parameter space, i.e. α = 1, in
which case γ = min yi is the maximizer for γ.

But - a profile log-likelihood may be the most “safe” procedure (see next
slide).
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THREE-PARAMETER WEIBULL - PROFILE LOG LIKELIHOOD

Profile log-likelihood of γ:

˜̀(γ) = maxθ,α`(θ, α, γ), γ is fixed

= `(θ̂(γ), α̂(γ), γ)

This is done for each γ by subtracting γ from all data and fitting an
ordinary Weibull(θ, α).

Then the ML estimator γ̂ is the one that maximizes ˆ̀(γ). The other ML
estimates are θ̂(γ̂), α̂(γ̂).

Example: Pike (1966) data.
Bo Lindqvist Slides 10 TMA4275 LIFETIME ANALYSIS 24 / 31



PIKE (1966) CANCER DATA FOR RATS

,

Bo Lindqvist Slides 10 TMA4275 LIFETIME ANALYSIS 25 / 31



PIKE DATA (CONT.)
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PIKE DATA PROFILE LOG LIKELIHOOD
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EXACT CONFIDENCE INTERVAL FOR EXPONENTIAL

DISTRIBUTION AND TYPE II CENSORING

n units put on test at time t = 0. Stop after a given number r of failures.

θ̂ =

∑n
i=1 Yi

r
=

∑r
i=1 T(i) + (n − r)Tr

r
=

”TTT”

r

=

U1∼expon(1/θ)︷ ︸︸ ︷
nT(1) +

U2∼expon(1/θ)︷ ︸︸ ︷
(n − 1)(T(2) − T(1)) + · · ·+

Ur∼expon(1/θ)︷ ︸︸ ︷
(n − r + 1)(T(r) − T(r−1))

r

=
U1 + U2 + · · ·+ Ur

r
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EXACT CONFIDENCE INTERVAL (CONT.)

From introductory courses it is known that for Ui ∼ expon(1/θ) then

2Ui

θ
∼ χ2

2

Thus,
2r

θ
θ̂ =

2
∑r

i=1 Ui

θ
∼ χ2

2r

Hence, in table of χ2
2r , we find a, b so that

P(a <
2r

θ
θ̂ < b) = 0.95

P(
2r θ̂

b
< θ <

2r θ̂

a
) = 0.95

An exact 95% confidence interval for θ for type II censoring and
exponential distribution is hence(

2r θ̂

b
,

2r θ̂

a

)
, or

(
2TTT

b
,

2TTT

a

)
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EXACT CONFIDENCE INTERVAL - EXAMPLE
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GENERAL RIGHT CENSORING APPROXIMATE CI - EXAMPLE

Note: The interval is an exact 95% confidence interval in the case of type
II censoring for given r .

It turns out that the interval is often a very good approximate 95%
confidence interval also for general right censoring.

In our earlier example with r = 5,
∑

Yi = 23

( 2 · 23

20.483︸ ︷︷ ︸
0.025 in χ2

10

,
2 · 23

3.247︸ ︷︷ ︸
0.975 in χ2

10

)

(2.2458, 14.1669)
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