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Outline

— ANOVA is also MLR [4.2]
— MLR model assessment using residuals [7.1]
— Tranforming data to achieve better MLR fit [7.2-7.3]

• Box-Cox transformation
• Taylor expansion as basis for variance stabilizing

transformation.

— Orthogonality - to multicollinearity [7.4]
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Ch2: Concrete aggregates data

Table 13.1 of WMMY.
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Ch2: Age and memory
— Why do older people often seem not to remember things as

well as younger people? Do they not pay attention? Do they
just not process the material as thoroughly?

— One theory regarding memory is that verbal material is
remembered as a function of the degree to which is was
processed when it was initially presented.

— Eysenck (1974) randomly assigned 50 younger subjects and
50 older (between 55 and 65 years old) to one of five learning
groups.

— After the subjects had gone through a list of 27 items three
times they were asked to write down all the words they could
remember.

Eysenck study of recall of older and younger subjects under conditions of

differential processing, Eysenck (1974) and presented in Howell (1999).
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Ch2: Two factors and interaction

Model:

X
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Model assessment with residuals

— All the sample information on lack of fit is contained in the
residuals: e

i

= y

i

� ŷ

i

, i = 1, ..., n.
e = (I � H)y , where H = X (X T X )�1X T .

— If we assume "
i

⇠ N(0,�2) and independent, then
e

i

⇠ N(0,�2(1 � h

ii

).
" ⇠ N

n

(0,�2I), then e ⇠ N

n

(0, (I � H)�2).
— The diagonal elements of H are called leverages h

ii

.
— Thus, the residuals have unequal variances and nonzero

correlation.
— However, often the correlations are small and the variances

are nearly equal.
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Residuals

— Using the estimated variance for residual i ,
V̂ar(e

i

) = �̂2(1 � h

ii

)

— we define standardized residuals, or internally studentized
residuals (R: rstandard)

r

i

=
e

ip
�̂2(1 � h

ii

)

— Externally studentized residuals are even better, base �̂2 and
ŷ

i

on all observations except nr i . (R: rstudent).
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Plotting residuals

1. Plot the residuals, r

i

against the predicted values, ŷ

i

.
• Dependence of the residuals on the predicted value: wrong

regression model?
• Nonconstant variance: transformation or weighted least

squares is needed?

2. Plot the residuals, r

i

, against predictor variable or functions of
predictor variables. Trend suggest that transformation of the
predictors or more terms are needed in the regression.

3. QQ-plots and histograms of residuals. Normality?
4. Plot the residuals, r

i

, versus time. Dependence or
autocorrelation?
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Effect of wrong model
Correct model:

Y

i

= 1 + 3 · log x

i

+ 1 · x2 + "
i

, "
i

⇠ N(0, 1)

where x1i

and x2i

both generated from uniform[0,1].
Fitted model:

Y

i

= �0 + �1 · x1i

+ �2 · x2i

+ "
i

, "
i

⇠ N(0,�2)

Data analysis based on n = 50 observations.
lm(formula = y ~ x1 + x2)

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) -5.8404 0.5117 -11.413 3.80e-15 ***

x1 7.6819 0.6773 11.343 4.71e-15 ***

x2 1.5452 0.7204 2.145 0.0372 *

---

Residual standard error: 1.391 on 47 degrees of freedom

Multiple R-squared: 0.7458,Adjusted R-squared: 0.735

F-statistic: 68.96 on 2 and 47 DF, p-value: 1.048e-14
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Wrong model: Studentized residuals vs.
fitted
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Wrong model: Studentized residuals vs.
covariates
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Wrong model: Normal qq-plot from
studentized residuals
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Corrected: Effect of wrong model

Y

i

= 1 + 3 · log x

i

+ 1 · x2 + "
i

, "
i

⇠ N(0, 1)

where x1i

and x2i

both generated from uniform[0,1].
Fitted model:

Y

i

= �0 + �1 · log x1i

+ �2 · x2i

+ "
i

, "
i

⇠ N(0,�2)

lm(formula = y ~ log(x1) + x2)

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 1.0039 0.3101 3.237 0.00222 **

log(x1) 2.8879 0.1532 18.846 < 2e-16 ***

x2 1.0848 0.4782 2.269 0.02793 *

---

Residual standard error: 0.9192 on 47 degrees of freedom

Multiple R-squared: 0.889,Adjusted R-squared: 0.8843

F-statistic: 188.2 on 2 and 47 DF, p-value: < 2.2e-16
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Correct model: Studentized residuals
vs. fitted
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Correct model: Studentized residuals
vs. covariates
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Correct model: Normal qq-plot from
studentized residuals
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Influential observations

— Observations that significantly affect inferences drawn from
the data are said to be influential.

— The leverage, h

ii

, associated with the i th datapoint measures
“how far the i th observation is from the other n � 1
observations”.

— Methods for assessing influential observations may be be
based on change in � estimate when observations are
deleted.

— Cook’s distance can be used to identify influential
observations.
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