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Acid rain

occurs when emissions of sulfur dioxide (SO2) and oxides of
nitrogen (NOx) react in the atmosphere with water, oxygen, and
oxidants to form various acidic compounds. These compounds
then fall to the earth in either dry form (such as gas and particles)
or wet form (such as rain, snow, and fog).

Source: http://myecoproject.org/get-involved/pollution/acid-rain/
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Acid rain in Norwegian lakes

Measured pH in Norwegian lakes explained by content of
— x1: SO4: sulfate (the salt of sulfuric acid),
— x2: N03: nitrate (the conjugate base of nitric acid),
— x3: Ca: calsium,
— x4: latent Al : aluminium,
— x5: organic substance,
— x6: area of lake,
— x7: position of lake (Telemark or Trøndelag),

pH is a measure of the acidity of alkalinity of water, expressed in
terms of its concentration of hydrogen ions. The pH scale ranges
from 0 to 14. A pH of 7 is considered to be neutral. Substances
with pH of less that 7 are acidic; substances with pH greater than 7
are basic.
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Acid rain (1). Best subset

regfit.full=regsubsets(y~.,data=ds)

sumreg <- summary(regfit.full)

Subset selection object

Call: regsubsets.formula(y ~ ., data = ds)

1 subsets of each size up to 7

Selection Algorithm: exhaustive

x1 x2 x3 x4 x5 x6 x7

1 ( 1 ) " " " " " " "*" " " " " " "

2 ( 1 ) "*" " " "*" " " " " " " " "

3 ( 1 ) "*" "*" "*" " " " " " " " "

4 ( 1 ) "*" "*" "*" " " "*" " " " "

5 ( 1 ) "*" "*" "*" " " "*" " " "*"

6 ( 1 ) "*" "*" "*" "*" "*" " " "*"

7 ( 1 ) "*" "*" "*" "*" "*" "*" "*"
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Acid rain (2)

# to mimic test set: R2adj and Cp

plot(1:7, sumreg$adjr2,type="l")

which.max(sumreg$adjr2) #5

plot(1:7, sumreg$cp,type="l")

which.min(sumreg$cp) #3

# so, model 3 or 5 is suggested for us

# model 3: x1+x2+x3

# model 5: x1+x2+x3+x5+x7

which.min(sumreg$bic) #3

www.ntnu.no Mette.Langaas@math.ntnu.no, TMA4267V2014



10

Acid rain (3): Forward

# stepwise

regfitF=regsubsets(y~.,data=ds,method="forward")

sumregF <- summary(regfitF)

Selection Algorithm: forward

x1 x2 x3 x4 x5 x6 x7

1 ( 1 ) " " " " " " "*" " " " " " "

2 ( 1 ) " " " " "*" "*" " " " " " "

3 ( 1 ) "*" "*" "*" " " " " " " " "

4 ( 1 ) "*" "*" "*" "*" " " " " " "

5 ( 1 ) "*" "*" "*" "*" "*" " " " "

6 ( 1 ) "*" "*" "*" "*" "*" " " "*"

7 ( 1 ) "*" "*" "*" "*" "*" "*" "*"

which.max(sumregF$adjr2)#5

which.min(sumregF$cp) #3
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Acid rain (4): Backward

regfitB=regsubsets(y~.,data=ds,method="backward")

sumregB <- summary(regfitB)

Selection Algorithm: backward

x1 x2 x3 x4 x5 x6 x7

1 ( 1 ) " " " " "*" " " " " " " " "

2 ( 1 ) "*" " " "*" " " " " " " " "

3 ( 1 ) "*" "*" "*" " " " " " " " "

4 ( 1 ) "*" "*" "*" " " "*" " " " "

5 ( 1 ) "*" "*" "*" " " "*" " " "*"

6 ( 1 ) "*" "*" "*" "*" "*" " " "*"

7 ( 1 ) "*" "*" "*" "*" "*" "*" "*"

which.max(sumregB$adjr)#5

# backward finds same as best subset

which.min(sumregB$cp) #3
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Credit data

> names(credit)

[1] "Income" "Limit" "Rating" "Cards" "Age" "Education"

[7] "Gender" "Student" "Married" "Ethnicity" "Balance"

> dim(credit)

[1] 400 11

— Response: Balance, amount due at the end of the month (some have 0).

— Income

— Limit (credit limit)

— Rating (credit rating)

— Cards: number of credit cards (1-9).

— Education: number of years (5-20).

— Gender

— Student or not.

— Married or not.

— Ethicity three levels (African American, Asian, Caucasian), coded as factor.
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Credit data: Ridge regression
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Figure 6.4 from An Introduction to Statistical Learning (2013)
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Simulated data (A): Ridge regression
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Figure 6.5 from An Introduction to Statistical Learning (2013)
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Question

You perform ridge regression on a problem where your third
predictor, x3, is measured in dollars. You decide to refit the model
after changing x3 to be measured in cents. Which of the following
is true?

A �̂3 and ŷ will remain the same.
B �̂3 will change, but ŷ will remain the same.
C �̂3 will remain the same, but ŷ will change.
D �̂3 and ŷ will both change.

Vote at clicker.math.ntnu.no, classroom TMA4267.
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Credit data: Lasso regression
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Figure 6.6 from An Introduction to Statistical Learning (2013)
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Simulated data (A): Ridge and lasso
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Figure 6.8 from An Introduction to Statistical Learning (2013)
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Simulated data (B): Ridge and lasso
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Figure 6.9 from An Introduction to Statistical Learning (2013)
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Graphically: Lasso (left) and ridge (right)

Figure 6.7 from An Introduction to Statistical Learning (2013)
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