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ANalysis Of VAriance (ANOVA)

Bingham and Fry (2010): Chapter 2
— The Chi-square distribution and the F-distribution [2.1, 2.3]
— Orthogonality and multivariate tranformation formula [2.2, 2.4]
— Normal sample mean and variance [2.5]
— One-way ANOVA [2.6]
— Two-way ANOVA [2.7-2.8]
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Concrete aggregates example
— Aggregates are inert granular materials

such as sand, gravel, or crushed stone
that, along with water and portland
cement, are an essential ingredient in
concrete.

— For a good concrete mix, aggregates need to be clean, hard,
strong particles free of absorbed chemicals or coatings of clay
and other fine materials that could cause the deterioration of
concrete.

— We could like to examine 5 different aggregates, and measure
the absorption of moisture after 48hrs exposure (to moisture).

— A total of 6 samples are tested for each aggregate.
— Research question: Is there a difference between the

aggregates with respect to absorption of moisture?
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Concrete aggregates data

Table 13.1 of WMMY.
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Concrete aggregates example
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Comparing means by analysing
variability

Fisher (1918), Rothamsted Experimental Station.
Fisher wanted to compare crop yields using different fertilzers. He
realised that if there was more variability between groups from
different fertilizers than within groups, then this would be evidence
against believing that the fertilizers have the same effect. Fisher:

compare means by analysing variability!
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The Chi-square distribution [2.1]

pdf �2
n:

f (y) =
1

2n/2�(n/2)
yn/2�1e(�y/2) for y > 0

MGF �2
n:

MY (t) =
1

(1 � 2t)n/2

Addition property:
Let X1 ⇠ �2

n and X2 ⇠ �2
m, and let X1 and X2 be independent. Then

X1 + X2 ⇠ �2
n+m.

Subtraction property:
Let X = X1 + X2 with X1 ⇠ �2

n and X ⇠ �2
n+m. Assume that X1 and

X2 are independent. Then X2 ⇠ �2
m.
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The Fisher distribution [2.3]
“Tabeller og formeler i statistikk”:
If Z1 and Z2 are independent and �2-distributed with ⌫1 and ⌫2
degrees of freedom, then

F =
Z1/⌫1
Z2/⌫2

is F(isher)-distributed with ⌫1 and ⌫2 degrees of freedom.
— The expected value of F is E(F ) = ⌫2

⌫2�2 .

— The mode is at ⌫1�2
⌫1

⌫2
⌫2+2 .

— Identity:

f1�↵,⌫1,⌫2 =
1

f↵,⌫2,⌫1
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The Fisher distribution with different degrees of freedom ⌫1 and ⌫2
(given in the legend).
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Normal samples [2.5]

Let X1,X2, . . . ,Xn be a random sample from N(µ,�2). Further, let
X̄ = 1

n
Pn

i=1 Xi and S2 = 1
n
Pn

i=1(Xi � X̄ )2.
Then the following holds:
— X̄ and S2 are independent.
— X̄ ⇠ N(µ,�2/n).
— nS2/�2 ⇠ �2

n�1.
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