
Semi-cooperative Strategies for Differential Games

Alberto Bressan and Wen Shen
S.I.S.S.A., Via Beirut 4, 34014 Trieste, Italy

Email: bressan@sissa.it, shen@sissa.it
and

Dept of Math, Penn State University, University Park, PA 16802, USA
Email: bressan@math.psu.edu, shen w@math.psu.edu

April 19, 2004

Abstract

The paper is concerned with a non-cooperative differential game for two players.
We first consider Nash equilibrium solutions in feedback form. In this case, we show
that the Cauchy problem for the value functions is generically ill-posed. Looking at
vanishing viscosity approximations, one can construct special solutions in the form
of chattering controls, but these also appear to be unstable.

In the second part of the paper we propose an alternative “semi-cooperative”
pair of strategies for the two players, seeking a Pareto optimum instead of a Nash
equilibrium. In this case, we prove that the corresponding Hamiltonian system for
the value functions is always weakly hyperbolic.

1 Introduction

A differential game models a situation where two or more individuals operate in a same
environment, with different (possibly conflicting) goals. We shall assume here that the
game has finite duration in time, and that the payoff of each player depends on the state
of the system during the game or at the terminal time, and on the cost incurred while
implementing his strategy.

For example, consider two companies which expect to launch on the market the same
type of product, at a future time T . Let x(t) ∈ [0, 1] be the market share of the first
company at time t ∈ [0, T ], while 1 − x(t) is the market share of the second. Calling
u1(t), u2(t) the intensity of advertising by the two companies, the change in time of this
market share may be described by the differential equation

d

dt
x(t) = x(1− x)[u1(t)− u2(t)] .

1



The profits of two companies will depend on their share of the market at the time T ,
minus the cost of advertising, say

J1
.
= g1(x(T )) −

∫ T

0
h1(u1(t)) dt , J2

.
= g2(1− x(T ))−

∫ T

0
h2(u2(t)) dt ,

where g1, g2, h1, h2 are positive, increasing functions of their arguments. Notice that
here the relevant state of the system, i.e. the market share, is described by the one-
dimensional variable x = x(t).

In this context, the goal of a mathematical analysis is to indicate “optimal” or at least
“rational” strategies for the various players, and predict actual behavior in real-life situ-
ations. A major step in the understanding of non-cooperative games with several players
was provided by the concept of non-cooperative equilibrium, introduced by J. Nash [Na].
We recall that a set of strategies implemented by the various players constitutes a Nash
equilibrium if, whenever one single player modifies his strategy, his own payoff will not
increase.

This concept was first formulated in the context of static games, where no time-evolution
is involved. It is natural to explore the relevance of Nash equilibria also in connection
with differential games. We remark that in this case the information available to the
players is a crucial aspect of the game. If each player has knowledge only of the initial
state of the system, then his strategy must be a function of time only, say ui = Ui(t).
Such strategies are called open-loop strategies. On the other hand, if the players can
directly observe the state x(t) of the system at every time t ∈ [0, T ], than they can
adopt feedback strategies: ui = Ui(t, x) also depending on x. For the two cases of
open-loop and feedback (closed-loop) strategies, the Nash equilibrium solutions can be
substantially different.

Results on the existence of open-loop strategies can be found in [F1], [VZ]. In the
present paper, we analyze the existence and stability of Nash equilibrium strategies in
feedback form. Assuming that the dynamic of the system and the payoffs are given
by smooth functions, the problem can be attacked using tools from P.D.E. theory. As
in the standard theory of optimal control, the basic objects of our study are the value
functions Vi. Roughly speaking, Vi(τ, y) denotes the payoff expected by the i-th player,
if the game were to start at time τ , with the system in the state x(τ) = y. As shown in
[F1], these value functions satisfy a system of first order partial differential equations,
with data specified at the terminal time t = T . In turn, from the gradients of these
value functions one can recover the Nash feedback strategies for the various players.

The key question is whether this system of Hamilton-Jacobi equations for the value func-
tions admits a solution. Moreover, is this solution unique? How is it affected by small
perturbations of the data? Classical P.D.E. theory provides conditions under which the
Cauchy problem is “well-posed”, i.e. it admits a unique solution depending continuously
on the initial data. The basic requirement is that the system should by hyperbolic.
For a given system of P.D.E’s, hyperbolicity amounts to an algebraic condition on the
matrices of coefficients and could be checked in practice.
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We mention that the special case of two-players, zero-sum games has been widely studied
in the literature. In this case, the value functions satisfy V1(t, x) = −V2(t, x). Hence the
system of P.D.E’s reduces to a single scalar Hamilton-Jacobi equation for V1, which is
now well understood thanks to the theory of viscosity solution of Crandall and Lions,
see [BC].

In [BS] we studied differential games where the state of the system is described by a
one-dimensional variable, and derived sufficient conditions for the corresponding system
to be hyperbolic. In the positive case, we proved that the Cauchy problem is well-posed,
whose solution would in turn yield a Nash equilibrium solution.

In the present paper we show that, when the state space is multi-dimensional, the cor-
responding system of P.D.E’s is generically not hyperbolic, and the Cauchy problem
is not well-posed. We study in detail a particular one-dimensional example where hy-
perbolicity fails, and construct a family of unstable, highly oscillatory solutions. Our
conclusion is that the concept of Nash equilibrium is not appropriate for the study of
feedback strategies for differential games in continuous time. Indeed, solutions are ex-
tremely sensitive to small perturbations of the data, so that the mathematical model
has no predictive power.

To readdress the situation, one possibility is to introduce some stochasticity in the
system [F2, Mn]. The presence of random inputs, in the form of white noise, has a well
known stabilizing effect since it transforms the system into a parabolic one. Another
possibility, explored in the present paper, is to allow some degree of cooperation among
the players. As proved by Smale in connection with the repeated prisoner’s dilemma
[Sm], even if the players do not communicate with each other, over a period of time
they can devise strategies converging to a Pareto optimum. In the setting of differential
games we prove that, if these semi-cooperative strategies are implemented, then the
system of P.D.E’s for the value functions turns out to be always hyperbolic, at least in a
weak sense. Partial cooperation thus removes the most severe instabilities found among
Nash non-cooperative equilibrium solutions.

2 Outline of the paper

In this paper we study feedback solutions for a non-cooperative differential game involv-
ing two players. The evolution of the system is governed by a differential equation of
the form

ẋ(t) = f1(x, u1) + f2(x, u2) , (2.1)

with initial data
x(τ) = y ∈ IRm . (2.2)

Here t 7→ ui(t) ∈ Λi is the control implemented by the i-th player (i = 1, 2). We assume
that each Λi is a subset of some Euclidean space IRn. Together with (2.1) we consider
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the payoff functionals

Ji = Ji(τ, y, u1, u2)
.
= gi(x(T ))−

∫ T

τ
hi(x(t), ui(t)) dt , (2.3)

consisting of a terminal payoff gi and a running cost hi. The goal of the i-th player is
to maximize Ji. We recall that a pair of feedback strategies

u1 = U∗1 (t, x), u2 = U∗2 (t, x),

is called a Nash equilibrium solution if the following holds. For each i = 1, 2, if
the i-th player chooses an alternative strategy Ui while the other player sticks to his
previous strategy U ∗j , then the payoff for the i-th player does not increase. Namely

J1(τ, y, U1, U
∗
2 ) ≤ Ji(τ, y, U ∗1 , U∗2 ) , J2(τ, y, U ∗1 , U2) ≤ Ji(τ, y, U ∗1 , U∗2 ) , (2.4)

for every alternative strategies U1, U2. Assume that a value function V = (V1, V2) exists,
so that Vi(t, x) is the payoff for the i-th player, when the game starts from the position
x at time t and everyone plays optimally but no cooperation is allowed. Under suitable
regularity conditions (see [F1], p.292), the function V provides a solution to the system
of Hamiltonian equations

∂

∂t
Vi + Hi(x,∇V1,∇V2) = 0, (2.5)

with terminal data
Vi(T, x) = gi(x). (2.6)

The Hamiltonian functions Hi are defined as follows. Assume that, for any given gradient
vectors p1, p2 ∈ IRn, there exist optimal control values u∗j (x, pj), j = 1, 2, such that

pj · fi
(
x, u∗j (x, pj)

)
− hj (x, u∗(x, pj)) = max

ω∈Λj
{pj · fj(x, ω)− hj(x, ω)} . (2.7)

Then

Hi(x, p1, p2) = pi ·
[
f1 (x, u∗1(x, p1)) + f2 (x, u∗2(x, p2))

]
− hi (x, u∗i (x, pi)) . (2.8)

In the one dimensional case, differentiating (2.5) w.r.t. x one obtains a system of con-
servation laws for the gradient functions pi

.
= Vi,x, namely

pi,t + Hi(x, p)x = 0 . (2.9)

In the earlier paper [BS], the authors derived conditions which guarantee that the system
(2.9) is hyperbolic. If this happens, it was proved that the weak solution to this system
of conservation laws yields a Nash equilibrium solution to the differential game.

The present paper is mainly concerned with the alternative case, where the system is not
hyperbolic. In Section 3 we first observe that hyperbolicity generically fails for systems
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of the form (2.5), whenever the state x lies in a space of dimension n ≥ 2. This has
severe implications for the existence of a Nash equilibrium feedback, because the Cauchy
problem (2.5)-(2.6) is then ill-posed. Notice that the present situation is quite different
from the case of two-person, zero-sum differential games, where the value function can
be characterized as the unique viscosity solution of a scalar Hamilton-Jacobi equation
(see [BC]).

In Section 4 we focus our attention on a particular one-dimensional system, in a region
where hyperbolicity fails. In an attempt to recover some stability, we first add a small
viscosity and obtain the parabolic system

{
p1,t − (p2

1/2 + p1p2)x = ε p1,xx ,

p2,t − (p2
2/2 + p1p2)x = ε p2,xx .

(2.10)

Here the main interest is in the region where p1p2 < 0. By Fourier analysis, one easily
checks that the constant solutions

p1(t, x) = p̄1 , p2(t, x) = p̄2

are unstable w.r.t. low frequency perturbations. We shall prove the existence of solu-
tions of (2.10) in the form of periodic travelling waves. From the computations in the
Appendix, it also follows the existence of special solutions which initially lie arbitrarily
close to a constant state, but converge to a periodic travelling wave for t→∞. Letting
the viscosity coefficient ε → 0+, a periodic travelling wave of (2.10) yields a measure-
valued solution of the corresponding system without viscosity (see [FL] for a similar
approach to conservation laws inside an elliptic region). From the point of view of dif-
ferential games, this limit represents a pair of Nash equilibrium strategies of chattering
nature. The two players implement periodic controls ui(t) which oscillate with higher
and higher frequency as ε → 0. A further analysis, however, shows that even these
periodic travelling wave solutions are unstable. More general instability results can be
found in [OZ1, OZ2, S2]. In regions of ellipticity, the behavior of vanishing viscosity
solutions thus appears to be extremely irregular. The eventual conclusion of our analysis
is that, except for a few special cases, the concept of Nash non-cooperative equilibrium
is not appropriate to study differential games in continuous time. Indeed, it generically
leads to ill-posed Cauchy problems. The highly unstable nature of the solutions does
not allow one to extract any useful information from the mathematical model.

In an attempt to readdress this situation, in the second part of the paper we propose
some alternative strategies for the two players. These will be different from the Nash
equilibrium strategies, and generally lead to well-posed Cauchy problems for the value
functions.

If full cooperation were possible, then the players would simply choose the strategy that
maximizes the sum J1 + J2 of the two payoffs. In this case, u1, u2 can be regarded as
components of one single control function. The optimization problem thus fits entirely
within the framework of optimal control theory. The only additional feature arising
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from the differential game is the possible side payment that one of the players should
make to the other, to preserve some fairness.

In the case where the two players cannot communicate and are not allowed to make side
payments, their behavior can still drift away from a Nash equilibrium and approach a
Pareto optimum which improves both of their payoffs. In connection with the iterated
prisoner’s dilemma, a mechanism which allows this transition was proposed by S. Smale
[Sm]. In Section 5 we observe that these same ideas are appropriate also in continuous
time. We call these strategies “semi-cooperative”. At each given time, they seek the
unique Pareto optimum which yields to both players the same improvement, compared
with the Nash equilibrium.

When these semi-cooperative strategies are implemented, the equations (2.5) for the
value functions become different. Indeed, the Hamiltonian functions Hi(x, p1, p2) in
(2.8) are now defined in terms of controls u∗i (x, p1, p2) attaining a Pareto optimum in-
stead of a Nash equilibrium. A remarkable fact, proved in Section 6, is that with these
new Hamiltonians the system (2.5) is always weakly hyperbolic. This looks promising
in connection with the Cauchy problem (2.5)-(2.6) for the value functions. Indeed, our
semi-cooperative solutions will not experience the severe instabilities of the Nash solu-
tions. It is thus expected that some existence theorem should hold in greater generality.

Remark 1. Throughout this paper we always consider a system with smooth, strictly
convex running cost functions. This allows us to use basic P.D.E. theory in the analysis
of the value function. On the other hand, earlier studies of differential games [CP],
[O] were concerned with “degenerate” cases, where the running cost is piecewise affine,
possibly taking the value +∞. In these cases, a Nash equilibrium solution could be
constructed “by hand”, piecing together a finite number of trajectories (corresponding
to constant controls), and instabilities would not be easily detected.

Another class of non-cooperative games that have received considerable attention are
those with linear dynamics and quadratic running cost functions, as in [BO]. In this spe-
cial case, at each time t the value functions are always quadratic polynomials w.r.t. the
space variables. The backward Cauchy problem corresponding to (2.5)-(2.6) thus re-
duces to a finite dimensional system of O.D.E’s, which always has at least a local so-
lution. This provides examples of possibly ill-posed Cauchy problems, where solutions
are always found, thanks to the very special form of the data (quadratic polynomials).

3 Generic instability

We begin by recalling some basic results concerning systems of P.D.E’s in several space
dimensions [S1]. Consider the linear system on IRm with constant coefficients:

∂

∂t
v +

m∑

α=1

Aα
∂

∂xα
v = 0 . (3.1)

6



Here t is time, x = (x1, . . . , xm) is the space variable while v = (v1, . . . , vn) is the depen-
dent variable. For each vector ξ = (ξ1, . . . , ξm) ∈ IRm we define the linear combination

A(ξ)
.
=
∑

α

ξαAα .

Definition 1. The system (3.1) is hyperbolic if there exists a constant C such that

sup
ξ∈IRm

‖ exp iA(ξ)‖ ≤ C . (3.2)

Of course, the matrix exponential is defined as

exp iA(ξ)
.
=
∞∑

k=0

(iA(ξ))k

k!
.

The above definition is motivated by the following well known result [S1].

Lemma 1 The initial value problem for the system (3.1) is well-posed in L2(IRm) if
and only if the system is hyperbolic.

Indeed, given an initial condition u(0, x), the solution can be computed by Fourier
transform. The vector valued function

û(t, ξ) = (2π)−m/2
∫

IRm
e−iξ·xu(t, x) dx

satisfies the evolution equation

∂

∂t
û(t, ξ) = −iA(ξ)û(t, ξ) .

Therefore
û(t, ξ) = exp (− itA(ξ)) û(0, ξ) ,

u(t, x) = (2π)−m/2
∫

IRm
eiξ·x û(t, ξ) dx .

Observing that tA(ξ) = A(tξ), since the Fourier transform is an isometry on L2, we
have

‖u(t)‖L2 = ‖û(t)‖L2 ≤ sup
ξ∈IRm

‖ exp(−it A(ξ))‖ · ‖û(0)‖L2 = sup
ξ∈IRm

‖ exp iA(ξ)‖ · ‖u(0)‖L2 .

If (3.2) holds, then for any given time t > 0, the flow map u(0) 7→ u(t) is a bounded
linear operator on L2(IRm). Viceversa, if (3.2) fails, for any time t > 0 and any constant
M we can find an open set of Ω ⊂ IRm such that

‖ exp (−it A(ξ))‖ > M
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for all ξ ∈ Ω. Choosing a suitable initial data u(0) whose Fourier transform û(0) is
supported inside the set Ω, one can thus construct a solution such that

‖u(t)‖L2 = ‖û(t)‖L2 =

(∫ ∥∥∥ exp(−it A(ξ)) û(0, ξ)
∥∥∥

2
dξ

)1/2

>

(∫
|M û(0, ξ)|2 dξ

)1/2

= M‖û(0)‖L2 = M‖u(0)‖L2 .

Since M can be arbitrarily large, we conclude that the solution operator is not continuous
as a linear map within the space L2(IRm).

For an extension of this result to the case of linear systems with variable coefficients, see
[Lx]. A necessary condition for hyperbolicity which can be easily checked in practice is
the following.

Lemma 2 If the system (3.1) is hyperbolic, then for every ξ ∈ IRm the matrix A(ξ) has
n real eigenvalues λ1(ξ), . . . , λn(ξ).

Indeed, call ρ(M) the spectral radius of a matrix M . The assumption of hyperbolicity
implies

sup
ξ∈IRm

ρ( exp iA(ξ)) <∞ .

Observing that, for every integer k,

exp iA(kξ) = ( exp iA(ξ))k ,

we deduce that the spectral radii of the matrices

exp iA(ξ) , exp (− iA(ξ)) = ( exp iA(ξ))−1

are both = 1. Since the eigenvalues of exp M are the exponentials of the eigenvalues
of the matrix M , we conclude that all eigenvalues of iA(ξ) must be purely imaginary.
Hence all eigenvalues of A(ξ) must be real.

The above lemma motivates

Definition 2. The system (3.1) is weakly hyperbolic if, for every ξ ∈ IRm, all eigenvalues
of the matrix A(ξ) are real.

Notice that, by Lemma 2, every linear hyperbolic system is weakly hyperbolic. The
viceversa does not hold. For example, in one space dimension the system ut + Aux = 0
is hyperbolic if and only if the matrix A admits a basis of real eigenvectors. This
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condition is strictly stronger than having real eigenvalues. According to the previous
lemmas, weak hyperbolicity is thus a necessary (but not sufficient) condition for the
Cauchy problem to be well-posed.

Next, consider a nonlinear system. A definition of hyperbolicity can still be given, by
looking at the corresponding linearizations. To fix the ideas, consider the system of
Hamilton-Jacobi equations in m space dimensions

∂tVi + Hi(x,∇xV1, . . . ,∇xVn) = 0 i = 1, . . . , n . (3.3)

At a given point (x, p1, . . . , pn) ∈ IR(1+n)m, with

x ∈ IRm, pi
.
= ∇xVi = (pi1, . . . , pim) ∈ IRm,

the linearization of (3.3) takes the form

∂vi
∂t

+
∑

j,α

[
∂Hi

∂pjα
(x, p1, . . . , pn)

]
· ∂vj
∂xα

= 0 i = 1, . . . , n. (3.4)

Observe that this is a linear system with constant coefficients of the form (3.1), with

(Aα)ij =
∂Hi

∂pjα
(x, p1, . . . , pn). (3.5)

Definition 3. The system (3.3) is hyperbolic (or weakly hyperbolic) on a domain
Ω ⊆ IR(1+n)m if, for every (x, p1, . . . , pn) ∈ Ω the linearized system (3.4) is hyperbolic
(weakly hyperbolic, respectively).

To study the stability of a solution to a nonlinear system, a key step is the analysis of the
corresponding linearized system. In view of Lemmas 1 and 2, and their extension [Lx] to
systems with non-constant coefficients, if weak hyperbolicity fails, small perturbations
can be instantly amplified by an arbitrarily large factor. Hence the Cauchy problem
cannot be well-posed.

In the remainder of this section we consider a system of Hamilton-Jacobi equations for
the value functions in a noncooperative differential game, obtained as a Nash equilib-
rium. Our following two examples show that, in several space dimensions, in general
this system is never weakly hyperbolic. Hence the Cauchy problem is not well-posed.

Example 1. Consider a game for two players in m space dimensions, with dynamics

ẋ = f0(x) + u1 + u2, u1, u2 : [0, T ] 7→ IRm. (3.6)

As remarked in Section 6 of [BS], a larger class of games can be reduced to the form (3.6),
by a suitable reparametrization. We consider the same initial data and payoff functionals
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as in (2.2)-(2.3). We assume that every function hi is uniformly convex w.r.t. ui, so that
the Hessian D2hi is strictly positive definite at every point. Call pi

.
= ∇xVi the gradient

of the i-th value function Vi. The Nash equilibrium strategies are obtained as

u∗i (x, pi) = arg max
ω
{pi · ω − hi(x, ω)} .

Note that, in the above expression, ω is allowed to range over the whole space IRm.
Since the gradient vanishes at a point of maximum, the above implies

pi −∇hi (x, u∗i (x, pi)) = 0 . (3.7)

The system of Hamilton-Jacobi equations for the value functions takes the form





V1,t + p1 · [f0(x) + u∗1(x, p1) + u∗2(x, p2)]− h1(x, u∗1(x, p1)) = 0 ,

V2,t + p2 · [f0(x) + u∗1(x, p1) + u∗2(x, p2)]− h2(x, u∗2(x, p2)) = 0 .

In order to check hyperbolicity, we need to compute the eigenvalues of the matrix A(ξ),
for any unit vector ξ ∈ IRm. For notational simplicity, we consider here the case ξ = e1,
where e1 is the first vector in an orthonormal basis. One finds

A1 = A(e1) =




∂H1

∂p11

∂H1

∂p21

∂H2

∂p11

∂H2

∂p21




.

Writing u∗i = (u∗i1, · · · , u∗im) ∈ IRm and f0 = (f01, · · · , f0m) ∈ IRm, using (3.7) we obtain

A(e1) =




f01 + u∗11 + u∗21 p1 ·Du∗2 · e1,

p2 ·Du∗1 · e1 f01 + u∗11 + u∗21


 .

Here Du∗i denotes the Jacobian matrix of first order derivatives of u∗i w.r.t. pi. The
matrix A(e1) will have complex eigenvalues if and only if

(p1 ·Du∗2 · e1) · (p2 ·Du∗1 · e1) < 0 .

We now observe that, up to a rotation of the standard basis, any unit vector can be
taken as e1. In particular, under the generic assumption that the two vectors p1 ·Du∗2
and p2 ·Du∗1 are not parallel, one can find a unit vector e1 such that

p1 ·Du∗2 · e1 < 0 , p2 ·Du∗1 · e1 > 0 .

Therefore, the system (3.6) is not weakly hyperbolic.
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Example 2. Let f0, f1, f2 be smooth vector fields on IRm and consider a game for two
players with dynamics

ẋ = f0(x) + f1(x)u1 + f2(x)u2, u1, u2 : [0, T ] 7→ IR . (3.8)

The initial data and the payoff functionals are as in (2.2)-(2.3). In this case, the optimal
controls are found to be

u∗i (x, pi)
.
= arg max

ω
{pi · fi(x)ω − hi(x, ω)} .

The value functions Vi now satisfy the system of Hamilton-Jacobi equations





V1,t + p1 · [f0(x) + f1(x)u∗1(x, p1) + f2(x)u∗2(x, p2)]− h1 (x, u∗1(x, p1)) = 0 ,

V2,t + p2 · [f0(x) + f1(x)u∗1(x, p1) + f2(x)u∗2(x, p2)]− h2 (x, u∗2(x, p2)) = 0 .

Notice that u∗1, u
∗
2 are now scalar functions. In connection with the unit vector e1, we

find

A1 = A(e1) =




(f0 + f1 u∗1 + f2 u∗2) · e1 (p1 · f2)(∇u∗2 · e1)

(p2 · f1)(∇u∗1 · e1) (f0 + f1 u∗1 + f2 u∗2) · e1




This matrix has complex eigenvalues if and only if

(p1 · f2)(∇u∗2 · e1) · (p2 · f1)(∇u∗1 · e1) < 0 .

Under generic conditions, the two inner products (p1 · f2) and (p2 · f1) are both 6= 0.
Moreover the two gradients ∇u∗1,∇u∗2 are not parallel. It is thus possible to find a unit
vector e1 such that

sign[(∇u∗1 · e1)(∇u∗2 · e1))] 6= sign[(p1 · f2)(p2 · f1)] .

Again we conclude that the hyperbolicity condition generically fails.

4 A study of vanishing viscosity limits

In this section we study in greater detail an example of a differential game on a domain
where hyperbolicity fails. Consider a two-persons non-cooperative differential game in
one space dimension, with the simple dynamics

ẋ = u1 + u2 , x(τ) = y , (4.1)

and payoff functionals

Ji = Ji(τ, y, u1, u2) = gi(x(T ))−
∫ T

τ

u2
i

2
dt i = 1, 2. (4.2)
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Here ui is the control implemented by the i-th player, while gi is his terminal payoff.
Let V1, V2 be the corresponding value functions, and call p1

.
= V1,x and p2

.
= V2,x their

spatial derivatives. The corresponding optimal feedback control u∗i for the i-th player is

u∗i (pi) = arg max
ω
{pi · ω − (ω2/2)} = pi , (4.3)

and the Hamiltonian functions are

Hi(p1, p2) = (p1 + p2)pi − p2
i /2, i = 1, 2.

Therefore p = (p1, p2) satisfies a 2× 2 system of conservation laws, solved backward in
time

pi,t + Hi(p1, p2)x = 0, pi(x, T ) = gi,x(x).

Setting τ = T − t, and still using t as time variable, we obtain a more standard Cauchy
problem, to be solved forward in time:

{
p1,t − (p2

1/2 + p1p2)x = 0,

p2,t − (p2
2/2 + p1p2)x = 0,

(4.4)

with the initial data

p1(0, x) = g1,x(x), p2(0, x) = g2,x(x). (4.5)

The system (4.4) can be written in quasi-linear form

pt −A(p)px = 0, A(p)
.
=

(
p1 + p2 p1

p2 p1 + p2

)
. (4.6)

The eigenvalues of the matrix A(p) are real if p1p2 ≥ 0, and complex if p1p2 < 0. In
particular, if the initial data are such that

g1,x(x) > 0, g2,x(x) > 0

for all x ∈ IR, then by the analysis in [BS] a Nash equilibrium feedback solution can be
obtained by solving the hyperbolic system of conservation laws (4.4). Throughout the
following, we instead focus our attention on solutions with p1p2 < 0. As a first step, we
add a small viscosity and consider the parabolic system

pεt −A(pε)pεx = εpεxx . (4.7)

This system is related to a stochastic differential game with dynamics

dx = (u1 + u2)dt + ε dω ,

where ω denotes a standard Brownian motion, as in [F2]. Observe that pε = (pε1, p
ε
2)

provides a solution to (4.7) if and only if

pε(t, x) = p(t/ε, x/ε),

12



where p = (p1, p2) solves the system with unit viscosity

{
p1,t − (p2

1/2 + p1p2)x = p1,xx ,

p2,t − (p2
2/2 + p1p2)x = p2,xx .

(4.8)

To achieve an understanding of solutions of (4.7) it thus suffices to study the system
(4.8). An interesting class of solutions of (4.8) are the travelling waves, having the
form p(t, x) = P (x− σt). The function P : IR 7→ IR2 must then satisfy the second order
O.D.E.

P ′′ = −[A(P ) + σI]P ′, (4.9)

where A = DH is the Jacobian matrix in (4.6) and I denotes the 2× 2 identity matrix.
In the following subsections we study the existence and stability of these travelling wave
solutions, and discuss their significance in connection with the vanishing viscosity limit.

4.1 Periodic viscous travelling waves.

Integrating the equation (4.9) once, we obtain

P ′ = (H(P ) + σP )− (H(P ) + σP ),

where P = (p̄1, p̄2) is some constant vector. We are particularly interested in periodic
solutions of the O.D.E.

{
p′1 = (p̄1p̄2 + p̄2

1/2)− (p1p2 + p2
1/2) − σ(p1 − p̄1) ,

p′2 = (p̄1p̄2 + p̄2
2/2)− (p1p2 + p2

2/2) − σ(p2 − p̄2) ,
(4.10)

taking values inside the elliptic region where p1p2 < 0. Linearizing (4.10) at the equi-
librium point (p̄1, p̄2) one gets

{
z′1 = −(p̄1 + p̄2 + σ)z1 − p̄1z2 ,
z′2 = −p̄2z1 − (p̄1 + p̄2 + σ)z2 .

(4.11)

Notice that, if one chooses σ = σ̄
.
= −p̄1 − p̄2, then the two eigenvalues

λ1, λ2 = −(p̄1 + p̄2 + σ)± i
√−p̄1p̄2

are purely imaginary. By the Hopf bifurcation theorem [P], for every δ > 0 sufficiently
small there exists a value σ = σ(δ) ≈ σ̄ such that the corresponding system (3.10) has a
periodic orbit passing through the point (p̄1 + δ , p̄2). More details of this construction
can be found in the Appendix.

In this way, we obtain a family of periodic orbits for the system (4.10), depending on
the parameters p̄1, p̄2 and δ. If s 7→ (p1(s), p2(s)) is any such orbit, then

(p1(t, x), p2(t, x))
.
= (p1(x− σt), p2(x− σt)) (4.12)

13



yields a solution of the parabolic system (4.8) in the form of a periodic travelling wave.
In turn, the functions

(
pε1(t, x), pε2(t, x)

)
=

(
p1

(x− σt

ε

)
, p2

(x− σt

ε

))
(4.13)

provide a solution to the system (4.7) with small viscosity.

We now recall that, by (4.3), the corresponding dynamic of the system is

ẋ(t) = u∗1 + u∗2 = p1

(x− σt

ε

)
+ p2

(x− σt

ε

)

In our construction,
p1 + p2 ≈ p̄1 + p̄2 6= σ ≈ −p̄1 − p̄2 .

As the viscosity parameter ε→ 0+, along each trajectory the controls (u∗1, u∗2) = (pε1, pε2)
are periodic functions of time with fixed amplitude and with period approaching zero.
Because of this oscillatory behavior, there is no strong limit in L1. Yet, a weak limit
exists and can be represented in terms of Young measures [S1]. These oscillatory limits
can now be interpreted as chattering feedback controls. The limit trajectories cover
the whole t-x plane. They all have the same constant speed, determined by the weak
limit of pε1 + pε2.

4.2 Instability of steady states and periodic travelling waves.

In the elliptic region where p1p2 < 0, all constant solutions of (4.4) are unstable. Yet,
relying on the above analysis, one may hope to recover some well-posedness for the non-
linear system (4.4) by working with measure-valued solutions: in particular, the Young
measures obtained as vanishing viscosity limits of periodic travelling waves. We remark
that a similar approach was considered in [FL]. See also [KY] for numerical experiments
in this direction. The following analysis, however, shows that viscous travelling waves
of (4.8) have almost the same instability properties as the constant states. The eventual
conclusion is that the use of measure-valued solutions is not of much help in connection
with our ill-posed problem.

We begin our analysis by linearizing the viscous system (4.8) around a constant state
p̃ = (p̃1, p̃2), assuming p̃1, p̃2 < 0. This yields

zt −A(p̃)zx = zxx . (4.14)

Working within a space of periodic functions with period L, this linear system can be
solved by means of Fourier series. Let

z(t, x) =
∑

k

zk(t) · eik·(2πx/L)

14



be the expansion of a periodic solution of (4.14). Then each coefficient t 7→ zk(t) ∈ C2

is a complex, vector valued function, satisfying the O.D.E.

dzk
dt

=

(
ik

2π

L
A(p̃)− k2 4π2

L2
I

)
· zk .

= Bk zk.

Here I is the 2× 2 identity matrix. Therefore

zk(t) = exp(Bkt) zk(0).

The stability of zk clearly depends on the spectrum of the complex valued 2× 2 matrix
Bk. Indeed, if Bk has an eigenvalue λ(Bk) with positive real part, then the norm of
zk(t) can grow exponentially in time. By (4.6), the matrix A = A(p̃) has eigenvalues

λ(A) = p̃1 + p̃2 ± i
√
|p̃1p̃2| .

Therefore, setting L̃
.
= 2π/

√
|p̃1p̃2|, we find

Re(λ(Bk)) = Re

(
ik

2π

L
· (p̃1 + p̃2 ± i

√
|p̃1p̃2|

)
− k2 4π2

L2
=

2kπ

L

(
±2π

L̃
− 2kπ

L

)
. (4.15)

Therefore, all components zk with 0 < |k| < L/L̃ are unstable. In particular, if L̃ < L,
then at least one unstable mode exists (namely: z1) and the steady state solution is
unstable w.r.t. spatially periodic perturbations of period L.

Next, we linearize the equation around a periodic travelling wave. Let p be a travelling
wave of the form (4.12), corresponding to a small periodic orbit bifurcating from the
steady state p̄ = (p̄1, p̄2), with an average value p̃ = (p̃1, p̃2). An infinitesimal perturba-
tion z will now satisfy the following linearized evolution equation:

zt −A(p)zx − (z •A(p))px = zxx , (4.16)

where the symbol “•” denotes a directional derivative:

z • A(p)
.
= lim

h→0

A(p + hz)−A(p)

h
.

We assume that s 7→ p(s) is a periodic orbit of (4.10), say passing through the point
(p̄1 + ε

√
|p̄2| p̄2), with σ = σ(ε) ≈ −(p̄1 + p̄2) (see the detailed computations in the

Appendix). In the following we shall write p = p(ε) to emphasize the dependence on the
bifurcation parameter ε (not to be confused with the viscosity coefficient ε in (4.7) and
(4.13)). Call L(ε) the period of this orbit, as in (A.8). The time period of the travelling
wave p(ε) = p(ε)(t, x) in (4.12) is therefore

T (ε) = L(ε)/|σ(ε)| .

It will thus be convenient to work within the space of periodic functions having period
N L(ε), for some integer N . For a fixed ε > 0, define the linear operator Z (ε) by setting

Z(ε) φ
.
= z(T (ε)) ,

15



where z is the solution of the linear Cauchy problem

zt −A(p(ε))zx − (z •A(p(ε)))p(ε)
x = zxx , z(0, x) = φ(x) .

Here φ is any periodic function with period N L(ε). From the standard theory of
parabolic equations, it is clear that Z (ε) is a compact linear operator on the space
L2
(
[0, N L(ε)]; IR2

)
.

Proposition 1 For every ε > 0 sufficiently small, the operator Z (ε) has an eigenvalue
with strictly positive real part, on the space of periodic functions with period N L(ε),
N ≥ 2.

Proof. Call Z(0) the solution operator z(0) 7→ z(T̃ ) for the linear system with constant
coefficients (4.14), with p̃ = (p̄1, p̄2), T̃ = 2π/

√
|p̄1, p̄2|. By the analysis at (4.15), when

L = N L̃, N ≥ 2, the operator Z (0) has some isolated eigenvalues with strictly positive
real part. To conclude the proof, we would like to say that for ε > 0 small the operator
Z(ε) is a small perturbation of Z (0), hence it still has an eigenvalue with positive real
part. To make this argument rigorous, we have to cope with the difficulty that the
operators Z(ε) are defined on spaces of periodic functions of period L(ε), changing with
ε. As a preliminary, for each ε > 0 we thus re-scale the space variable according to
x̃ = (L̃/L(ε))x. The corresponding operators Z̃(ε) are then defined all on the same
space of functions with period N L̃. As ε→ 0, one now has the convergence Z (ε) → Z(0)

in the operator norm. We now recall the analysis at (4.15), with L = NL̃. When
N ≥ 2, the operator Z (0) has a point spectrum containing isolated eigenvalues with
finite multiplicity and strictly positive real part. By a standard perturbation argument,
the same holds for every suitably small perturbation Z̃(ε). This achieves the proof.

5 Transition from Nash equilibrium to a Pareto optimum

According to the previous analysis, the non-cooperative Nash equilibrium strategies are
in general extremely unstable. In the present section we explore the possibility of some
partial cooperation among the two players. For a game modelling an iterated prisoner’s
dilemma, in [Sm] Smale introduced a class of “good” strategies, which induce the other
player to cooperate. Asymptotically for large times, the outcome of the game thus drifts
away from the Nash equilibrium, approaching a Pareto optimum. It is remarkable that
these strategies do not require any direct communication among the players. Aim of
the present section is to show that a similar approach works well also in the context of
differential games.

To keep the discussion as simple as possible, we start by looking at the game with payoffs

Y1(u1, u2) = p1 (u1 + u2)− u2
1/2 ,

Y2(u1, u2) = p2 (u1 + u2)− u2
2/2 ,

(5.1)
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Y1

Y2

N

P

C

0

Figure 1: Semi-cooperative strategy: N is the Nash equilibrium, C is full cooperation
and P is the semi-cooperative Pareto optimum with fairness condition.

where p1, p2 ∈ IR are given constants. Notice that this is not a differential game.
The players simply choose numbers u1, u2 and achieve the payoffs Y1, Y2, respectively.
Following [A], we say that the pair (u∗1, u

∗
2) ∈ IR2 achieves a Pareto optimum if there

exists no other pair (u1, u2) such that

Y1(u1, u2) > Y1(u
∗
1, u
∗
2) ,

Y2(u1, u2) > Y2(u
∗
1, u
∗
2) .

In other words, the two players cannot simultaneously improve their gains by implement-
ing any other strategy. It is well known that Pareto optima are not unique. Indeed, for
every s > 0 the strategies

UP
1 = p1 +

p2

s
, UP

2 = sp1 + p2

yield a Pareto optimum, maximizing the combined payoff sY1 + Y2. To remove this
ambiguity, one may invoke some fairness condition and single out the unique Pareto
optimum which brings an equal improvement to both players compared with the Nash
strategy. Namely, let us denote by

UN
i = pi , Y N

i = pi · (p1 + p2)−
p2
i

2
,

respectively the constant controls and the payoffs corresponding to the Nash equilibrium.
A unique Pareto optimum can then be determined by the condition

Y P
1 − Y N

1 = Y P
2 − Y N

2 . (5.2)

In the following, we assume that some Pareto optimum has been chosen, and write

UP
i , Y P

i = pi · (UP
1 + UP

2 )− (UP
i )2

2
,
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respectively for the controls and the payoffs of the two players. Instead of (5.2), we shall
only require the much weaker condition

Y P
1 > Y N

1 , Y P
2 > Y N

2 . (5.3)

Otherwise stated, both players gain something in the transition from the Nash equilib-
rium to the Pareto optimum.

We now consider the corresponding game in continuous time, with payoffs

Ji =
1

T

∫ T

0

{
pi (u1 + u2)−

u2
i (t)

2

}
dt . (5.4)

Taking the point of view of the first player, our main interest is to devise strategies of
the form

u̇1 = φ1(u1, u2) , (5.5)

which will eventually steer the game toward the Pareto optimum. According to (5.5),
the response u1 thus changes in time. It is determined by an O.D.E. whose right hand
side depends continuously on u1 and u2.

In analogy with [Sm], we say that the Lipschitz continuous function φ1 in (5.5) is a
good strategy for player 1 if the following three conditions hold.

(C1) If the gain of the first player is smaller than what he gets by playing the Nash
strategy, then he leans back toward UN

1 . Namely

φ1(u1, u2) · (u1 − UN
1 ) < 0 if Y1(u1, u2) < Y N

1 .

(C2) If the second player is gaining more than his due profit Y P
2 , then the first player

should again lean back toward UN
2 . More precisely

φ1(u1, u2) · (u1 − UN
1 ) < 0 if Y2(u1, u2) > Y P

2 .

(C3) If the second player is cooperating, then the first player should approach the
Pareto strategy. More precisely:

φ1(u1, u2) · (u1 − UP
1 ) < 0 if (Y1(u1, u2) , Y2(u1, u2)) ∈ Ω1 ,

where

Ω1
.
=

{
(Y1, Y2) ; Y1 > Y N

1 ,
Y1 − Y N

1

Y P
1 − Y N

1

≥ Y2 − Y N
2

Y P
2 − Y N

2

}
∪{θY P+(1−θ)Y N ; 0 < θ < 1} .

Notice that the first two conditions say that player 1 should play “tough” whenever the
other player is taking advantage of him. The last condition implies that he should play
“soft” when the game goes in his favor or when the other player is cooperating.
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For a given Pareto optimum (UP
1 , UP

2 ), the definition of a good strategy for player 2
is completely analogous. One can now envision a situation where each player adopts
a partially cooperative strategy, based on the behavior of the other player. The game
thus evolves according to {

u̇1 = φ1(u1, u2) ,
u̇2 = φ2(u1, u2) .

(5.6)

The next result shows that if both players adopt good strategies, then the outcome of
the game will approach the Pareto optimum.

Theorem 1 Let a Pareto optimal pair (UP
1 , UP

2 ) be given, satisfying (5.3). Assume
that the functions φ1, φ2 are “good strategies”, so that the corresponding conditions (C1),
(C2) and (C3) hold. Then the point (UP

1 , UP
2 ) is an equilibrium for the dynamical system

(5.6). Its basin of attraction contains the entire open rectangle

Γ
.
=
{
(u1, u2) ; u1 ∈ ]UN

1 , UP
1 [ , u2 ∈ ]UN

2 , UP
2 [
}

. (5.7)

Proof. To fix the ideas, we consider the case where p1, p2 > 0. If p1 < 0 or p2 < 0,
the proof is entirely similar. Notice that, in the degenerate case where p2 = 0, the Nash
equilibrium coincides with the unique Pareto optimum: (UN

1 , U2
N ) = (UP

1 , U2
P ) = (p1, 0),

and the analysis is trivial.

From the assumption p1, p2 > 0 we deduce that, for some s > 0,

p1 +
p2

s
= UP

1 > UN
1 = p1 , sp1 + p2 = UP

2 > UN
2 = p2 . (5.8)

The flow of (5.6) on the rectangle Γ and on its image under the map (u1, u2) 7→ (Y1, Y2)
is illustrated in Figure 2. For convenience we write

N
.
= (UN

1 , UN
2 ) , P

.
= (UP

1 , UP
2 ) , A

.
= (UN

1 , UP
2 ) B

.
= (UP

1 , UN
2 ) .

The positive invariance of Γ is easily checked:

• On the segment NA joining N with A, the payoff of player 1 is Y1 > Y N
1 , while

Y2 < Y N
2 . Hence by (C3) it follows u̇1 > 0, while (C1) implies u̇2 < 0. Across this

part of the boundary, the flow thus moves inward, as indicated in Figure 2.

• On the segment NB one has Y2 > Y N
2 , while Y1 < Y N

1 . Therefore u̇2 > 0 and
u̇1 < 0. Again, the flow points inward.

• On the segment PA one has Y1 > Y N
1 while Y2 < Y N

2 . Hence

Y1 − Y N
1

Y P
1 − Y N

1

> 0 >
Y2 − Y N

2

Y P
2 − Y N

2

.

By condition (C3) it follows u̇1 > 0 while (C1) implies u̇2 < 0. The flow thus
points inward as indicated in Figure 2.
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Figure 2: The flow the O.D.E. in u-coordinates (above) and in Y -coordinate (below).
Here, the same letters are used to denote a point in the u-domain and its image in the
Y -domain.

20



• On PB we have Y2 > Y N
2 while Y1 < Y N

1 . Hence u̇2 > 0, u̇1 < 0 and the flow
points inward.

Looking at the signs of the components φ1, φ2 along the boundary of the rectangle Γ, by
continuity we conclude that N and P are equilibrium points for the system (5.6). On
the other hand, at A and at B the flow is strictly inward. We remark that, since there
are no equilibrium points inside Γ, the flow cannot contain any periodic orbits either.

It remains to show that every trajectory starting inside Γ eventually approaches the
Pareto optimum P = (UP

1 , UP
2 ). Toward this goal, consider the curve γ : θ 7→ (u1(θ), u2(θ))

implicitly defined as
Y (u1(θ), u2(θ)) = θY P + (1− θ)Y N .

By the implicit function theorem, this is certainly well defined, at least when θ ∈ [0, ε]
with ε > 0 small. We now observe that, on the segment

u1 = u1(θ) , u2 ∈ [u2(θ), UP
2 ]

by (C3) there holds u̇1 > 0. On the other hand, on the segment

u2 = u2(θ) , u1 ∈ [u1(θ), UP
1 ]

again by (C3) one has u̇2 > 0. The above shows that, for every θ > 0 sufficiently small,
the rectangular region

Γθ
.
=
{
(u1, u2) ; u1 ∈ ]u1(θ), UP

1 [ , u2 ∈ ]u2(θ), UP
2 [
}

is positively invariant for the flow (5.6). Therefore, no trajectory starting inside Γ can
approach the Nash equilibrium UN as t→∞.

Now consider any trajectory t 7→ u(t) = (u1(t), u2(t)) taking values inside Γ. Consider
its ω-limit set, i.e. the set of all points ū such that there exists a sequence of times
tn →∞ such that

lim
n→∞u(tn) = ū .

By the previous analysis, this set cannot contain the Nash equilibrium UN . Moreover,
it cannot contain any periodic orbit, because in the region bounded by a periodic orbit
the vector field φ should have a zero, and no such zeroes exist inside Γ. Since we are
dealing with a dynamical system on the plane, we can now use the Poincare-Bendixon
theorem (see [HS], [P]) and conclude that this ω-limit set consists of the single point
UP , completing the proof.

If both players adopt a strategy tending to the same Pareto optimum, by the previous
theorem the game will asymptotically converge to that point, as expected. In this
connection, two natural questions arise:
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1. What happens if the two players adopt “good” strategies, but geared toward different
Pareto optima? For example, the first player might consider fair the payoffs (Y P

1 , Y P
2 ),

while the second player might consider fair another Pareto optimum, say (Ỹ P
1 , Ỹ P

2 ).

2. Assume that the first player adopts a good strategy, expecting the payoffs (Y P
1 , Y P

2 ).
Can the second player use a smarter strategy and gain more than Y P

2 , on average ?

We start by discussing the second problem. To fix the ideas, assume p1, p2 > 0. Let
u̇1 = φ1(u1, u2) be a good strategy for player 1, satisfying the conditions (C1)–(C3). If
player 2 cooperates, after a while the system will thus move toward the Pareto optimum
P .

At this stage, however, player 2 can quickly change his control, setting it close to the
Nash equilibrium. The payoffs (Y1, Y2) will thus move from a point Y D close to the
Pareto optimum to a point Y E , with Y E

2 > Y P
2 , Y E

1 < Y P
1 . Of course, player 1 does not

like this behavior, so he will decrease u1, approaching the Nash equilibrium UN
1 . As a

consequence, the payoff of the second player will decrease, continuously in time. When
the payoffs reach a point Y F such that Y F

2 = Y P
2 , player 2 decides to cooperate again,

setting his control back up to UP
2 , reaching the point G. The new payoffs (Y G

1 , Y G
2 ) are

now in favor of the first player, which is again willing to cooperate. The point (Y D
1 , Y D

2 )
close to a Pareto optimum is reached once again, and the whole cycle can be repeated.
See Figure 3 for an illustration.

Notice that in this periodic strategy, the transitions from Y D to Y E, and from Y F to
Y G are very quick. Along the arc connecting Y E with Y F player 2 gains more than
his fair share Y P , while along the arc connecting Y G with Y D player 2 gains less than
Y P . Overall, his strategy will be profitable if the time spent along the first arc is large
compared with the time spend on the latter.

N

P

B

A

D

E 

F 

G 

Y1 

Y2 

Figure 3: A possible “cheating cycle” by player 2.
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Based on this analysis, it is now easy to suggest suitable countermeasures for the first
player. In order to discourage the above behavior, the first player should quickly go back
to his Nash strategy when the other player is not cooperating, and only slowly approach
the Pareto optimum in the cooperative case. In other words, if the other player tries to
cheat, player 1 should not be too quick in restoring cooperation.

Motivated by the previous considerations, we shall say that φ1 = φ1(u1, u2) is a smart
strategy for player 1 if the conditions (C1), (C2), (C3) are satisfied together with the
additional condition

(C4) φ1(u1, u2) ≤ c [Y P
2 − Y2(u1, u2)], for some constant c > 0 and all u1, u2 .

The following theorem shows that, if player 1 adopts a smart strategy, then in the long
run player 2 cannot achieve anything more than Y P

2 .

Theorem 2 Let a Pareto optimum (Y P
1 , Y P

2 ) be given, satisfying (5.3). Assume that
player 1 adopts a corresponding smart strategy satisfying conditions (C1), (C2), (C3)
and (C4). Then, for any strategy u2 = u2(t) adopted by player 2, one has

lim sup
T→∞

1

T

∫ T

0
Y2(u1(t), u2(t)) dt ≤ Y P

2 . (5.9)

Proof. By the condition (C4) we have

Y1(t)− Y P
1 ≤ −

1

c
u̇2 .

In turn this yields

∫ T

0

(
Y1(u1, u2)− Y P

1

)
ds ≤ −1

c

∫ T

0
u̇2(t) dt ≤ u2(0)− u2(T )

c
.

Since u1(t) ∈ [UN
1 , UP

1 ] for all t, letting T →∞ we obtain

lim sup
T→∞

1

T

∫ T

0

(
Y2(s)− Y P

2

)
ds ≤ lim sup

T→∞

u2(0)− u2(T )

c T
= 0 ,

completing the proof.

We now come back to the first question. Assume that both players adopt smart strate-
gies, but geared toward different Pareto optima, say (Y P

1 , Y P
2 ) and (Ỹ P

1 , Ỹ P
2 ) respec-

tively. In the light of the above theorem, the average payoff of each player will then be
no better that what the other player regards as “fair”. More precisely, assume that

Y P
1 > Ỹ P

1 , Y P
2 < Ỹ P

2 .
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Then

lim sup
T→∞

1

T

∫ T

0
Y1(u1(t), u2(t)) dt ≤ Ỹ P

1 , lim sup
T→∞

1

T

∫ T

0
Y2(u1(t), u2(t)) dt ≤ Y P

2 .

In fact, failure to agree on what the “fair” Pareto optimum should be may well result
in payoffs which are very close to the Nash equilibrium.

In the remainder of this section we sketch a heuristic argument, based on the previous
analysis, that motivates the use of semi-cooperative strategies. Consider the differential
game

ẋ = f0(x) + u1 + u2

with payoffs

Ji = gi(x(T ))−
∫ T

0

u2
i (t)

2
dt .

Call Vi(t, x) the value functions, assumed to be sufficiently smooth. By the dynamic
programming principle, at a given time τ , the i-th player seeks to maximize the quantity

Vi(τ + δ, x(τ + δ)) − ∫ τ+δ
τ

u2
i

2 dt ≈ Vi(τ, x(τ)) + δ
[
Vi,t(τ, x(τ)) + f0(x(τ)) · Vi,x(τ, x(τ))

]

+
∫ τ+δ
τ

{
Vi,x((τ, x(τ)) · (u1 + u2)− u2

i
2

}
dt .

(5.10)
Since the first two terms on the right hand side of (5.10) do not depend on u1, u2, the
short-term problem for the i-th player is to maximize the last integral, over the interval
[τ , τ + δ]. This integral has the same form as form as (5.4), with Vi,x in place of pi
and the interval [τ, τ + δ] replacing [0, T ]. One can thus envision a situation where the
players implement “good” strategies of the form

{
u̇1 = ε−1φ1(u1, u2) ,
u̇2 = ε−1φ2(u1, u2) .

(5.11)

Here ε > 0 is a small parameter related to the “response time”, i.e. the time it takes to
each player to adjust its control ui to the strategy of the other player. By Theorem 1,
if we fix any T > 0 and let ε → 0, the solutions of (5.11) will approach the Pareto
optimum (UP

1 , UP
2 ) within the time interval [0, T ]. If ε << δ, it is thus reasonable to

consider a situation where, given the values p1 = V1,x and p2 = V2,x, both players
immediately implement the Pareto optimal strategies (U P

1 , UP
2 ), say in connection with

the unique Pareto optimum satisfying the “fairness” condition (5.2). This approximation
is appropriate whenever the time scale ε, measuring the rate of convergence to a local
Pareto optimum, is substantially smaller than the time scale at which the gradients Vi,x
vary along a trajectory.
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6 Weak hyperbolicity

In the previous section we defined a semi-cooperative pair of strategies for the two
players, achieving a Pareto optimum. When these strategies are implemented, the value
functions will satisfy a different system of Hamilton-Jacobi equations. We now study
this system in more detail and prove that it is always weakly hyperbolic.

Consider a differential game on IRm with dynamics

ẋ = u1 + u2, x(τ) = y, (6.1)

and payoffs

Ji = gi(x(T ))−
∫ T

τ
hi(ui(t)) dt i = 1, 2. (6.2)

As usual, we assume that h1, h2 are smooth and strictly convex. Given two gradient vec-
tors pi = (pi1, . . . , pim) ∈ IRm, i = 1, 2, let us define the instantaneous gain functionals
Y1, Y2 as

Y1(p1, p2, u1, u2) = p1 · (u1 + u2)− h1(u1),
Y2(p1, p2, u1, u2) = p2 · (u1 + u2)− h2(u2).

(6.3)

Here and in the sequel, the dot denotes an inner product.

A natural way to construct a Pareto optimum is to maximize the combined payoff
sY1 + Y2 for some s > 0. More precisely, given p1, p2 ∈ IR and s > 0, a pair of Pareto
optimal controls UP

i (p1, p2, s), i = 1, 2 is defined by setting

s Y1

(
p1, p2, U

P
1 (p1, p2, s), U

P
2 (p1, p2, s)

)
+ Y2

(
p1, p2, U

P
1 (p1, p2, s), U

P
2 (p1, p2, s)

)

= maxu1,u2

{
s Y1(p1, p2, u1, u2) + Y2(p1, p2, u1, u2)

}
.

(6.4)
It will be convenient to write

Y P
i (p1, p2, s)

.
= Yi

(
p1, p2, U

P
1 (p1, p2, s), U

P
2 (p1, p2, s)

)
(6.5)

to emphasize the dependence on s of these instantaneous gain functions, when both
players implement Pareto optimal strategies.

Next, assume that the players adopt feedback strategies of the form

u1 = u∗1(p1, p2) , u2 = u∗1(p1, p2) ,

where p1 = ∇xV1, p2 = ∇xV2 are the gradients of their value functions. These functions
V1, V2 will then satisfy the system of H-J equations

{
V1,t + H1(∇xV1, ∇xV2) = 0,
V2,t + H2(∇xV1, ∇xV2) = 0,

(6.6)
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with
H1(p1, p2) = Y1(p1, p2, u

∗
1(p1, p2), u

∗
2(p1, p2)) ,

H2(p1, p2) = Y2(p1, p2, u
∗
1(p1, p2), u

∗
2(p1, p2)) .

(6.7)

We now show that the system (6.6) is weakly hyperbolic for a very general class of
strategies u∗i (p1, p2), under the only assumption that they achieve Pareto optima. In
particular, this includes the semi-cooperative strategy (u∗1, u

∗
2) = (UP

1 , UP
2 ) considered

in the previous section.

Theorem 3 As the gradients (p1, p2) of the value functions range in an open region
Ω ⊆ IR2m, assume that the players adopt Pareto optimal strategies of the form

u∗i (p1, p2) = UP
i (p1, p2, s(p1, p2)) i = 1, 2, (6.8)

for some smooth function s = s(p1, p2). Then the system (6.6) is weakly hyperbolic on
the domain Ω.

Proof. For clarity of exposition, we first give a proof in the one-dimensional case, then
extend the arguments to several space dimensions. Let ξ 7→ ki(ξ) be the increasing
function defined by

ki(ξ) = argmax
ω
{ξ · ω − hi(ω)} . (6.9)

Of course, this implies
h′i(ki(ξ)) = ξ . (6.10)

Notice that the Nash equilibrium strategies are

uN1 (p1)
.
= k1(p1) , uN2 (p2)

.
= k2(p2) . (6.11)

For any given (p1, p2) ∈ Ω, the assumption of Pareto optimality (6.8) yields

u∗1(p1, p2) = k1(p1 + p2/s) , u∗2(p1, p2) = k2(p2 + sp1) , (6.12)

with s = s(p1, p2). By the optimality condition (6.4), at the point
(
p1, p2, U

P
1 (s), UP

2 (s)
)

one has

s
∂Y1

∂u1
+

∂Y2

∂u1
= s

∂Y1

∂u2
+

∂Y2

∂u2
= 0 . (6.13)

Recalling (6.5) we now write

∂Y P
1

∂s
=

∂Y1

∂u1

∂UP
1

∂s
+

∂Y1

∂u2

∂UP
2

∂s
,

∂Y P
2

∂s
=

∂Y2

∂u1

∂UP
1

∂s
+

∂Y2

∂u2

∂UP
2

∂s
.

Using (6.13) we obtain the identity

∂Y P
1

∂s
= − 1

s

∂Y P
2

∂s
. (6.14)
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By (6.12), the Jacobian matrix A(p1, p2) for the system (6.7) is precisely the Jacobian
of the map

(p1, p2) 7→ (Y P
1 , Y P

2 ) =




p1[k1(p1 + p2/s) + k2(p2 + sp1)]− h1(k1(p1 + p2/s))

p2[k1(p1 + p2/s) + k2(p2 + sp1)]− h2(k2(p2 + sp1))


 .

(6.15)
In the special case where s is a constant independent of p1, p2, we find

A(p1, p2) =




k1 + k2 + p1(k
′
1 + sk′2)− h′1k

′
1 p1

(
1
sk
′
1 + k′2

)
− 1

sh
′
1k
′
1

p2(k
′
1 + sk′2)− sh′2k

′
2 k1 + k2 + p2

(
1
sk
′
1 + k′2

)
− h′2k

′
2


 .

In the above computation, it is understood that k1, k
′
1 are evaluated at ξ = p1 + p2/s

while k2, k
′
2 are evaluated at ξ = p2 + sp1. Introducing the quantity

a
.
= p1k

′
2 −

1

s2
p2k
′
1 (6.16)

and using the identity (6.10) we obtain

A(p1, p2) =




k1 + k2 + sa a

−s2a k1 + k2 − sa


 = (k1 + k2) I + A] , (6.17)

where

A] =

(
sa a
−s2a −sa

)
=

(
1
−s

)
( sa a ) .

It is now clear that the matrix A has real eigenvalues.

Next, consider the general case where s varies with p1, p2, say s = s(p1, p2). In this case
we have

A(p1, p2) = (k1 + k2) I + A] + A[ ,

where

A[ =




∂Y P1
∂s

∂s
∂p1

∂Y P1
∂s

∂s
∂p2

∂Y P2
∂s

∂s
∂p1

∂Y P2
∂s

∂s
∂p2




Because of the identity (6.14), A[ can be written as a product:

A[ =

(
1
−s

)
( c, d ) , c =

∂Y P
1

∂s

∂s

∂p1
, d =

∂Y P
1

∂s

∂s

∂p2
. (6.18)

Hence

A(p1, p2) = (k1 + k2) I +

(
1
−s

)
( sa + c a + d ) .

A direct computation shows that A has two real eigenvalues

λ1 = k1 + k2, λ2 = (k1 + k2) + (c− sd), (6.19)
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with corresponding eigenvectors

r1 =

(
a + d
−sa− c

)
, r2 =

(
1
−s

)
. (6.20)

This proves the theorem in the one dimensional case.

We now extend the proof to several space dimensions. At a given point (p1, p2) =
(p11, . . . , p1m, p21, . . . , p2m), for any α = 1, . . . ,m the matrix Aα in (3.5) has the form

Aα = (k1α + k2α)I + A]
α + A[

α,

where I denotes the 2× 2 identity matrix and

A]
α =

(
saα aα
−s2aα −saα

)
=

(
1
−s

)
( saα aα ) ,

A[
α =

(
cα dα
−scα −sdα

)
=

(
1
−s

)
( cα, dα ) ,

with

aα
.
= (Dk2 · p1)α −

1

s2
(Dk1 · p2)α , cα

.
=

∂Y1

∂s

∂s

∂p1α
, dα =

∂Y1

∂s

∂s

∂p2α
.

To prove the theorem, for every vector ξ = (ξ1, · · · , ξm) one needs to show that the
matrix A(ξ)

.
=
∑
α ξαAα has real eigenvalues. Writing the inner products in the form

ξ · ki .
=

m∑

α=1

ξαkiα , ξ · a .
=

m∑

α=1

ξαaα ,

we compute
A(ξ)

.
=
∑

α

ξαAα = (ξ · k1 + ξ · k2) I + A](ξ) + A[(ξ) ,

where

A](ξ) =

(
ξ · sa ξ · a
−ξ · s2a − ξ · sa

)
=

(
1
−s

)
( ξ · sa ξ · a ) ,

A[(ξ) =

(
ξ · c ξ · d
−ξ · sc − ξ · sd

)
=

(
1
−s

)
( ξ · c ξ · d ) .

From the above expressions, it is clear that A(ξ) has the two real eigenvalues

λ1(ξ) = ξ · (k1 + k2) , λ2(ξ) = ξ · (k1 + k2 + c− sd) . (6.21)

The corresponding eigenvectors are found to be

r1(ξ) =

(
ξ · (a + d)
−ξ · (sa + c)

)
, r2(ξ) =

(
1
−s

)
. (6.22)

Remark 2. The above result can be easily extended to a game of the form (3.6), with
running cost functionals depending also on x, as in (2.3).
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Remark 3. The “semi-cooperative” Pareto optimal strategies considered at (5.2) also
fit in the present framework. Indeed, they can be written in the form (6.8), choosing
the parameter s = s(p1, p2) so that

Y1

(
p1, p2, UP

1 (s), UP
2 (s)

)
− Y1(p1, p2, U

N
1 , UN

2 ) (6.23)

= Y2

(
p1, p2, UP

1 (s), UP
2 (s)

)
− Y2(p1, p2, U

N
1 , UN

2 ) .

The Nash strategies UN
i were defined at (6.11). The map (p1, p2) 7→ s(p1, p2) is thus

implicitly defined by

p1

[
k1(p1 + p2/s) + k2(p2 + sp1)− k1(p1)− k2(p2)

]
−
[
h1(k1(p1 + p2/s))− h1(k1(p1))

]

= p2

[
k1(p1 + p2/s) + k2(p2 + sp1)− k1(p1)− k2(p2)

]
−
[
h2(k2(p2 + sp1))− h2(k2(p2))

]
.

Remark 4. In the one-dimensional case, if c 6= sd, then the two eigenvalues are
distinct and the system is strictly hyperbolic. Existence and stability of solutions can
be obtained from the general theory of hyperbolic systems [BB], [L], [S1]. In general,
however, the (p1, p2)-plane can contain one or more curves where c = sd. This happens
when ∂s

∂p1
= s ∂s

∂p2
. Along these curves the system is only weakly hyperbolic. We do not

expect to find the severe instabilities described in Section 3. Yet, in this situation the
standard hyperbolic theory does not apply. It is not clear whether a local solution of
the Cauchy problem still exists, if the initial datum crosses one of these curves.

A Appendix: analysis of viscous periodic orbits

In this section we compute in greater detail the viscous periodic orbits considered in
Section 3. In particular, this more accurate analysis will prove the existence of solutions
of the viscous system (4.8) that start arbitrarily close to a constant state and converge
to a periodic viscous travelling profile as t→∞.

Two main cases will be considered, the others being similar.

CASE 1: p̄1 = −p̄2 > 0. Choosing σ = 0, all solutions of the O.D.E. (4.10) in the
quadrant {p1 > 0, p2 < 0} are periodic orbits (fig. 4). This is due to the symmetry
w.r.t. the line p1 + p2 = 0. Every such periodic orbit yields a solution of the parabolic
system (4.8), constant in time and periodic w.r.t. the x variable.

CASE 2: p̄1 > −p̄2 > 0. Choosing σ = σ̄
.
= −p̄1 − p̄2, a subsequent analysis will

show that the trajectories of the O.D.E. spiral outward from the equilibrium point
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4.85 4.9 4.95 5 5.05 5.1 5.15

Figure 4: Periodic solutions when p1 = −p2. Here the horizontal axis is p1 and the
vertical axis is p2.

P = (p̄1, p̄2), as in fig. 5. Therefore, a Hopf bifurcation occurs as soon as σ becomes
larger than σ̄ and the point P is turned into a weak sink. For all σ = −p̄1− p̄2 + η, with
η ∈ ]0, η0] sufficiently small, the corresponding system (4.10) will thus admit a periodic
orbit inside a small neighborhood of P (see fig. 6). In turn, this yields a solution of the
parabolic system (4.8) in the form of a periodic travelling wave.

–2.1

–2.05

–2

–1.95

4.85 4.9 4.95 5 5.05 5.1 5.15

Figure 5: The critical point is a weak source. Here the horizontal axis is p1 and the
vertical axis is p2.

The following computations substantiate the claim made in Case 2, showing that the
point P is a weak source. The small quantity ε > 0 will play the role of a bifurcation
parameter. The analysis needs to be a bit careful, because the lower order expansions
do not suffice to reach a conclusion and we need to consider up to fourth order terms.
For convenience, set a

.
= p̄1 and b

.
= −p̄2. Performing the change of variables

X =

√
b

ε
(p1 − p̄1) , Y =

√
a

ε
(p2 − p̄2) , τ =

√
ab t ,
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Figure 6: Hopf bifurcation: the critical point changes from weak source to weak sink,
and a limit circle appears which gives a periodic solution. Here the horizontal axis is p1

and the vertical axis is p2.

p1 = p̄1 + ε
X√
b
, p2 = p̄2 + ε

Y√
a

t =
τ√
ab

, (A.1)

and denoting the differentiation w.r.t. τ by an upper dot, the system (4.10) takes the
form 




Ẋ = −Y − ε

a
√

b
XY − ε

2
√

a b
X2,

Ẏ = X − ε√
a b

XY − ε

2a
√

b
Y 2.

(A.2)

It is convenient to work in polar coordinates (r, θ), with X = r cos θ, Y = r sin θ. Using
the standard relations

ṙ = (XẊ + Y Ẏ )/r, θ̇ = (XẎ − Y Ẋ)/r2 ,

from (A.2) we get {
ṙ = −εr2 · α(θ) ,

θ̇ = 1− εr · β(θ) ,
(A.3)

where α(θ) and β(θ) can be computed directly:

α(θ)
.
= r−3

[
2X2Y + Y 3

2a
√

b
+

2XY 2 + X3

2
√

a b

]
=

5 sin θ + sin 3θ

8a
√

b
+

5 cos θ − cos 3θ

8
√

a b
,

β(θ)
.
= r−3

[
X2Y

2
√

a b
− XY 2

2a
√

b

]
=

sin θ + sin 3θ

8
√

a b
+
− cos θ + cos 3θ

8a
√

b
.

Using (A.3) and expanding dr/dθ up to fourth order terms w.r.t. ε, we find

dr

dθ
=
−εr2 A(θ)

1− εr·B(θ)
= −εr2 A

[
1 + (εrB) + (εrB)2 + (εrB)3 +O(ε4)

]
. (A.4)

We consider the solution r = r(θ) of (A.4) such that r(0) = 1. This can be written in
the form

r(θ) = 1 + εr1(θ) + ε2r2(θ) + ε3r3(θ) + ε4r4(θ) +O(ε5) , (A.5)
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where r1, r2, r3 and r4 satisfy the following O.D.E’s

d

dθ
r1 = −α

d

dθ
r2 = −α [2r1 + β]

d

dθ
r3 = −α

[
r2

1 + 2r2 + β [3r1 + β]
]

d

dθ
r4 = −α

[
2r1r2 + 2r3 + β

[
3r2 + 3r2

1 + β[4r1 + β]
]]

All these functions can be computed recursively, by integrations. To understand whether
the trajectory is spiraling inward or outward, we need to check the sign of r(2π), for ε
small. By direct computations, carried out using Maple, one finds

r1(2π) = r2(2π) = r3(2π) = 0 , r4(2π) =
π(a− b)

96(ab)7/2
. (A.6)

Our assumption a = p̄1 > −p̄2 = b now implies r4(2π) > 0. Recalling the expansion
(A.5) we conclude that, when σ = −p̄1− p̄2, the orbits of the system (4.10) are spiraling
outward from the equilibrium point (p̄1, p̄2), as illustrated in fig. 5.

Next, we seek the value of the parameter η = η(ε) such that, setting σ = −p̄1 − p̄2 + η,
the system (4.10) has a periodic solution passing through the point

(p1(0), p2(0)) = (p̄1 + ε/
√

b , p̄2) .

By our change of variables, this corresponds to a periodic solution of





Ẋ = −Y − ε

a
√

b
XY − ε

2
√

a b
X2 − η(ε)√

ab
X ,

Ẏ = X − ε√
a b

XY − ε

2a
√

b
Y 2 − η(ε)√

ab
Y ,

(A.7)

passing through the point (X(0), Y (0)) = (1, 0). Because of (A.6), the perturbation η
will have an expansion of the form

η(ε) = cε4 +O(ε5).

The constant c can be determined as follows. If (A.2) is replaced by (A.7), instead of
(A.4) the evolution equation for the radius r̃ becomes

dr̃

dθ
=
−εr̃2 · α(θ)− η(ε)r̃/

√
ab

1− εr̃ · β(θ)
.

Writing again
r̃ = 1 + εr̃1 + ε2r̃2 + ε3r̃3 + ε4r̃4 +O(ε5) ,
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we clearly have r1 = r̃1, r2 = r̃2, r2 = r̃3, while

r̃4(2π) = r4(2π)− 2πc/
√

ab .

Therefore r̃4(2π) = 0 provided that we choose c = (a−b)
192(ab)3 . By the implicit function

theorem, we conclude that

η(ε) =
3(a− b)

16(ab)3
ε4 +O(ε5) .

A.1 Length of the period.

We now analyze how the length of the period varies with ε. More precisely, call L(ε)
the period of the closed orbit of (4.10), with σ = −p̄1 − p̄2 + η(ε), passing through the
point (p̄1 +ε/

√
b , p̄2). Equivalently,

√
ab ·L(ε) is the period of the orbit of (A.7) passing

through the point (1, 0). To compute this period, we observe that the variable τ = τ(θ)
satisfies the differential equation

dτ

dθ
=

1

1− εr̃ · β(θ)
= 1 + εr̃β + ε2r̃2 · β2 +O(ε3).

Writing τ(θ) = θ + ετ1(θ) + ε2τ2(θ) +O(ε3) and observing that, by (A.6), r̃ = 1 + εr1 +
ε2r2 +O(ε3), one obtains

dτ1

dθ
= β(θ),

dτ2

dθ
= r1(θ)β(θ) + β(θ)2 .

By direct computations, again carried out with Maple, we find

τ1(2π) = 0, τ2(2π) = −π(a + b)

24 a2b2
.

Hence

L(ε) =
2π√
ab
·
[
1− a + b

48 a2b2
ε2 +O(ε3)

]
. (A.8)

According to (A.8), the period of these orbits is thus a strictly decreasing function of ε.

A.2 Average value of periodic orbits.

We shall also need an estimate on the average value p̃(ε) = (p̃1(ε), p̃2(ε)) of this periodic
orbit. Denoting by L = L(ε) the length of the period in (A.8) and recalling (A.1), we
compute

p̃1(ε) = p̄1 +
ε√
b
· 1√

abL

∫ √abL

0
r(t) cos(t) dt,
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where
√

abL is the period of the orbit of (A.7). passing through (1, 0). To simplify the
computation, it is convenient to integrate w.r.t. the variable θ.

p̃1(ε) = p̄1 +
ε√
b
· 1√

abL

∫ 2π

0
r(θ) cos(θ)

dt

dθ
dθ.

Using (A.3), we get

p̃1(ε) = p̄1 +
ε√
b
· 1√

abL

∫ 2π

0

r(θ) cos(θ)

1− εr(θ)β(θ)
dθ.

Expanding in powers of ε up to second order, and recalling that r(θ) = 1+εr1(θ)+O(ε2),
we get

p̃1(ε) = p̄1+
ε√
b
· 1√

abL

∫ 2π

0

[
1 + ε · (r1(θ) + β(θ)) +O(ε2)

]
cos(θ) dθ = p̄1+ε2 1

4ab

2π√
abL

+O(ε3) .

Observing that (A.8) is equivalent to

2π√
abL

= 1 + ε2 · a + b

48 a2b2
+O(ε3),

we conclude

p̃1(ε) = p̄1 + ε2 1

4ab
+O(ε3) . (A.9)

An entirely similar computation yields

p̃2(ε) = p̄2 − ε2 1

4ab
+O(ε3). (A.10)

A consequence of the above computations is the following. Call L̃(ε) the period of the
closed orbits of the linear system

{
z′1 = −p̃1(ε) z2 ,
z′2 = −p̃2(ε) z1 .

(A.11)

Using (A.9)-(A.10) one obtains

L̃(ε) =
2π√

−p̃1(ε)p̃2(ε)

=
2π√

(a + ε2/(4ab))(b + ε2/(4ab))
+O(ε3)

=
2π√
ab

(
1− ε2(a + b)/(8a2b2)

)
+O(ε3) .

Comparing the constants in front of the second order expansion terms of L(ε) and L̃(ε),
for every ε > 0 small enough one finds

L̃(ε) < L(ε). (A.12)
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A.3 A special trajectory.

Proposition 1 shows the instability of all small periodic travelling waves of (4.8) bifur-
cating from a steady state solution. Notice that this instability occurs w.r.t. periodic
perturbations having twice (or more generally: N times) the basic period. On the other
hand, if we analyze the flow of the parabolic system (4.8) within the space of functions
having exactly the same period L(ε) as one of the small periodic orbits, an interesting
feature appears.

Looking at (4.15) in the case L = L̃, we see that B0 has a double zero eigenvalue, while
B1 and B−1 both have an eigenvalue with real part close to zero, when L ≈ 2π/

√
|p̃1p̃2|.

All other eigenvalues of the matrices Bk have strictly negative real parts.

For a fixed ε > 0 sufficiently small, by Theorem 6.1.2 in [He], there exists a local invariant
manifoldM of dimension 4 containing the periodic solution

p(t, x) = p(ε)(x− σ(ε)t) (A.13)

as well as the constant solution
p(t, x) ≡ p̃(ε) . (A.14)

Here p̃(ε) is the average value of the orbit p(ε), see (A.9)-(A.10). We now observe that
the vector valued integral ∫ L

0
p(t, x) dx

remains constant in time along every solution of (4.8). We can thus consider the 2-
dimensional invariant sub-manifold M∗ ⊂ M containing all orbits in M having the
same average value p̃(ε). Of course, this manifold will contain the two above solutions.
By the inequality (A.12), the constant solution (A.14) is unstable within M∗. Since
M∗ contains the periodic orbit (A.13) but no other steady state, by the Poincare-
Bendixon theory (see [HS]) we conclude that there exists a solution t 7→ p(t) ∈ M∗

which approaches the unstable steady state p̃ as t→ −∞, and tends to a periodic orbit
for t→∞.
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