DELTA-SHOCKS, THE RANKINE-HUGONIOT CONDITIONS,
AND SINGULAR SUPERPOSITION OF DISTRIBUTIONS

V. M. SHELKOVICH

ABSTRACT. The problem of defining d-shock wave type solutions of hyperbolic
systems of conservation laws in connection with the constructing singular su-
perpositions (products) of distributions is studied. We illustrate this problem
by constructing §-shock wave type solutions for two systems. One of them,

ur+ f(u)—v =0, v+ g(u) =0,

is a generalization of the well-known Keyfitz—Kranzer system, where f(u) and
g(u) are polynomials of degree n and n + 1, respectively, n is an even integer.
The other one is the system

urt+ f(u) , =0, v+ vg(u) =0,

where f(u), g(u) are smooth functions. As far as we know, exact d-shock wave
type solutions for the first system have never been constructed.

1. INTRODUCTION

1.1. Singular solutions to systems of conservation laws. Let us consider the
hyperbolic system of conservation laws

Lifu,v] = u + (F(u, v))x =0, Lofu,v]=v+ (G(u,v))z =0, (1.1)

where F'(u,v), G(u,v) are smooth functions, linear with respect to v; u = u(x,t),v =
v(z,t) € R; € R. As is well known, even in the case of smooth (and, certainly, in
the case of discontinuous) initial data (u®,v"), this system may have discontinuous
solutions. In this case, it is said that a pair (u,v) € L*° (R X (O,oo);R2) is a
generalized solution of the Cauchy problem (1.1) with the initial data (u®,v°) if the
integral identities

[ (et e asar s [ orote i
/ooo/ (v + Gl ) ot + / o (), 0) dx

hold for all compactly supported test functions ¢(z,t) € D(Rx [0, 00)), where [ - dz
denotes an improper integral ffcoo - dx.

It is well known [1], [10], [11], [12], [13], [14], [25] that there are “nonclassical”
situations when the Riemann problem does not possess a weak L°°-solution except
for some particular initial data. In contrast to the standard results of existence
of weak solutions to strictly hyperbolic systems, here the linear component of the
solution v may contain Dirac measures and must be sought in the space of measures,

0,
(1.2)
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while the first component v has bounded variation. In order to solve the Cauchy
problem in this nonclassical situation, it is necessary to introduce new singularities
called é-shocks, which are solutions of the hyperbolic system (1.1), such that the
linear component of the solution can have the form v(x,t) = V(x,t) + e(x,t)§(T),
I is a connected graph in the upper half-plane {(z,t) : z € R,t > 0}, V € L (R x
(0, c0);R), e € CH(I).

Several approaches to constructing §-shock type solutions are known. An appar-
ent difficulty in defining such solutions arises due to the fact that, to introduce a
definition of the d-shock type solution, we need to define a singular superposition
of distributions (for example, the product of the Heaviside function and the delta
function). We also need to define in which sense a distributional solution satisfies
nonlinear systems.

In particular, it is well known, that for some cases of system (1.1) the Cauchy
problem with the initial data

u®(2) = up +u  H(—x), °(z) =wvo+viH(—x), (1.3)
where ug, u1, vp, v1 are constants and H (&) is the Heaviside function, may admit a
d-shock wave type solution, i.e., a generalized solution of the form

u(z,t) = wo+urH(—z+ ct),

v(z,t) = wvo+uvH(—x+ct)+e(t)d(—z + ct),
where e(t) is a smooth function such that e(0) = 0 and 4(¢) is the Dirac delta
function.

For example, in [11], in order to construct a d-shock wave type solution of the
system

(1.4)

Loj[u] = u + (f(u))l =0, Loafu,v]=v+ (g(u)v)i =0, (1.5)
(here F(u,v) = f(u), G(u,v) = vg(u)) this system is reduced to a system of
Hamilton—Jacobi equations, and then the Lax formula is used. In [10], a é-shock wave
type solution of system (1.5) is constructed as self-similar viscosity limits. In [14],
to construct a d-shock wave type solution of system (1.5) for the case g(u) = f'(u),
the problem of multiplication of distributions is solved by using the definition of
Volpert’s averaged superposition [27]. In [20], a general framework for nonconserva-

tive product
du

g(u)%
was introduced, where g : R® — R"™ is locally bounded Borel function and u :
(a,b) — R™ is a discontinuous function of bounded variation. In the framework
of the approach [20] the Cauchy problems for nonlinear hyperbolic systems in non-
conservative form can be considered [14], [15], [16]. Note that in [15], [16], for non-
conservative systems the notion of generalized solution does depend on the specific
family of paths, which can not be derived from the hyperbolic system only.

In [26], for the system

uy + (u2)x =0, vy + (uwv), =0, (1.7)

(here F(u,v) = u?, G(u,v) = vu) with the initial data (1.3), the d-shock wave type
solution is defined as a measure-valued solution.
In [13] for the system

(1.6)

1
up + (u? —v), =0, vy + (5“3 - u)$ =0 (1.8)

(here F(u,v) = u? — v, G(u,v) = u® — u) with the initial data (1.3) the d-shock
wave type approximate solution was studied. But the notion of the exact §-shock
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solution has mot been defined. In order to construct approxrimate solutions, the
Colombeau theory approach, as well as the Dafermos—DiPerna regularization (under
assumption that Dafermos profiles exist), and the box approximations are used.
In [21] the existence of Dafermos profiles for singular shocks is proved. In [22], a
class of problems for which the lowest-order asymptotic approximations to Dafermos
profiles can be constructed is identified. System (1.8) is an example of a system
satisfying general hypotheses of paper [22].

In [3], [4]- [9], [23], [24] a new approach to solving the problem of the propagation
and interaction of singular fronts was developed. This approach was called the weak
asymptotics method. The key role in this method is played by the definition of a weak
asymptotic solution of the Cauchy problem, which admits passing to the limit in the
weak sense as € — 0, where ¢ is the regularization parameter. Using V. P. Maslov’s
idea, this method permits to derive the Rankine-Hugoniot conditions directly from
the differential equations considered in the weak sense. V. P. Maslov’s algebras of
singularities are essential in our method [18], [19], [2]. By using the weak asymptotics
method in above mentioned papers, the dynamics of propagation and interaction of
different nonlinear waves (infinitely narrow d-solitons, shocks, d-shocks) of nonlinear
equations and hyperbolic systems of conservation laws is studied. In the framework
of the weak asymptotics method [7]- [9] new Definition 2.1, of a §-shocks type solution
for (1.1) was introduced. This definition is a natural generalization of the usual
system of integral identities (1.2).

1.2. Main results. In Sec. 2 we introduce the definition of a §-shock wave type
solution for system (1.1), as well as the definition of a weak asymptotic solution,
which is one of the most important notions in the weak asymptotics method. In this
section we also derive d-shock Rankine-Hugoniot conditions. In order to construct
a weak asymptotic solution of our problems, some weak asymptotics are constructed
in Sec. 6.

In Sec. 3 we study the problem of propagation of a §-shock in the system

Lll[U,U] = u+ (f(u) - v)m = 07 (]. 9)
Lis[u,v] = v+ (9(“))m = 0, .
where
n n+1
F) =Y A, A, #0,  gu) =Y Bib, Buy #0, (1.10)
k=0 k=0

are polynomials, 7 is an even number. The well known Keyfitz—Kranzer system (1.8)
is a particular case of system (1.9). Thus we solve the Cauchy problem for system
(1.9) with the d-shock front initial data

u(z) = ub(e)+uf(x)H(—x),
v3(z) + v (x)H(—x) + 25(—x),

(1.11)

<
o
—~
&
~
|

where uf (x), vQ(z), k=0,1 are given smooth functions, €” is a given constant.

In Sec. 4, the problem of propagation of the d-shock in system (1.5), solved in [6]—
[9] is considered.

Remark 1.1. The Keyfitz—Kranzer system (1.8) and system (1.9) differ from system
(1.5) and have a specific “strange” property. Although §-shock wave type solutions of
the Cauchy problems (1.9), (1.11) and (1.5), (1.11) satisfy the same integral identity
(2.1), in systems (1.9), (1.8) have no balance of singularities. If (u,v) is a d-shock
type solution (1.4) of system (1.8) then u contains the Heaviside function H, and v
contains the Heaviside function H and d-function (see (1.4). Thus, u? — v contains
the distributions H, J, and %u?’ — w contains the distribution H. It is clear that
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the term (u? — v), contains H, J, &', while the term wu; contains only H and 0.
Analogously, the term v; contains H, §, ¢’, but the term (u®/3 — u), contains only
H, é. Seemingly, it is impossible to obtain §-shock type solutions for systems (1.8)
and (1.9). Nevertheless, in Sec. 3, we prove that there are exact solutions of this type.
First, d-shock wave type solutions for specific systems (1.8), (1.9) were constructed
in [23] for piecewise constant initial data.

The problem of defining §-shock wave type solutions for the Cauchy problems
(1.9), (1.11) and (1.5), (1.11) in connection with the construction of singular su-
perpositions (products) of distributions is discussed in Sec. 5. We stress that the
“right” singular superpositions of distributions (5.6)—(5.9) can be obtained only in
the context of constructing weak asymptotic solutions to these Cauchy problems.

It remains to note that, since in the “specific” systems (1.9) and (1.8) there are
no terms of the type of (1.6) (see (5.6), (5.7)), it is émpossible to construct a J-shock
wave type solution for them by using the nonconservative product [15], [16], [20].

1.3. The scheme of the weak asymptotics method. According to our method,
we shall seek a d-shock wave type solution of the Cauchy problems (1.9), (1.11) and
(1.5), (1.11) in the form

u(z,t) = wo(z,t) +ui(x, t)H(—x + ¢(t)),
v(z,t) = wvolz,t) +ui(z,t)H(—z+ ¢(t) + e(t)d(—z + ¢(t)),

where ug(z,t), ui(z,t), vo(x,t), vi(x,t), e(t), ¢(t) are desired functions. This singu-
lar ansatz preserves the structure of the initial data (1.11). Within the framework
of the weak asymptotics method, we find a d-shock wave type solution (1.12) as a
weak limit

(1.12)

u(z,t) = limo u(z,t,€), v(z,t) = elirilov(x,t,s), (1.13)

e——+

of the weak asymptotic solution (u(z,t,e),v(x,t,e)) to this Cauchy problem.

We will construct a weak asymptotic solution of the Cauchy problem as the sum
of the singular ansatz regularized with respect to singularities H(—x + ¢(t)) and
0(—z + ¢(t)), and corrections:

u(z,t,e) = u(z,
v(z,t,e) = v(x

)
where a pair of functions (ﬂ(m,t,s),ﬂ ;mt,e)) is a regularization of the singular
ansatz (1.12), and the corrections R,(x,t,€), Ry(x,t,€) are the desired functions,
which must admit the estimates:
OR;(x,t,¢)
ot

Let us note that choosing the corrections is an essential part of the “right” con-
struction of the weak asymptotic solution [6]- [9], [23], [24] (see Remarks 3.1, 4.1,
and Sec. 5).

We shall construct a regularization f(x,e) of the distribution f(x) € D'(R) as

Rj(z,t,e) = op/ (1), =op(l), =40, j=uov.  (1.14)

1
Fz,e) = f(z) * €w<§>, e>0, (1.15)
where * is a convolution, and a mollifier w(n) has the following properties: (a)
w(n) € C*(R), (b) w(n) has a compact support or decreases sufficiently rapidly
as [l — o0, (¢) Jwnydy = 1, (d) w(n) > 0, (e) w(—n) = w(y). We have
m (F(€.2), 6(6)) = (f. 8) for all ¢ € D(R).

li
e——40
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Thus, we will seek a weak asymptotic solution in the form

U(JC, t, 5) = UO(Ia t) + ul(z7 t)HU(iz + ¢(t)3 5)
+R,(z,t,¢), (1.16)
’U(SC,t,E) = vo(m;t)+U1(xat)Hv(7=’E+¢(t)a€) ’
+e()d(—x+ ¢(t),€) + Ru(w,t,€),
where according to (1.15),
1
§(z,e) = gw(;(x/a), (1.17)
is a regularization of the d-function, and
x z/e .
Hy(e.8) =y (2) = [ wimdn j=u (118)

are regularizations of the Heaviside function H(x). Here the mollifiers w, (1), wy,(7),
ws(n) have properties (a)—(e). It is clear that wo;(n) € C*°(R), lim, o wo;(n) =1,
lim,,—, oo woj(n) =0, j =u,v.

Let A1(u,v), Aa2(u,v) be the eigenvalues of the characteristic matrix of system
(1.1). Asin [10], [13], [26], we use the “overcompression” condition

¢(t) S )\1(?];_,'11—), (119)
¢(t) < )‘2('“7’ v*)v
as the admissibility condition for the J-shocks, where qb(t) is the velocity of motion
of the §-shock front, and u_ = ug + u1, v— = vg + v1 and uy = ug, v4 = vy are the
respective left- and right-hand values of u, v on the discontinuity curve. It means
that all characteristics on both sides of the discontinuity are in-coming.

2. 5-SHOCK WAVE TYPE SOLUTIONS

2.1. Generalized solutions. Suppose that I' = {~; : ¢ € I} is a connected graph
in the upper half-plane {(z,t) : x € R, t € [0,00)} € R? containing smooth arcs v;,
i € I, and [ is a finite set. By Iy we denote a subset of I such that an arc v for
k € Iy starts from the points of the z-axis; I'g = {x% : k € Iy} is the set of initial
points of arcs i, k € Ij.

Let (u®(z),v%(z)) be 6-shock wave type initial data, i.e.,

00 (x) = VO(x) 4 e%6(T),
where v, V% € L*>°(R;R), and €°6(Iy) def Yoker, €n0(x — x), €} are constants,
k€ Ip.
Let us introduce the definition of a §-shock wave type solution for system (1.1).

Definition 2.1. ( [7]- [9]) A pair of distributions (u(z,t),v(z,t)) and graph T,
where v(x,t) is represented in the form of the sum

v(z,t) = V(z,t) + ez, )6(D),
u,V € L®(Rx (0, 00); R), e(x,t)5(I) = Sierci(@, t)o(vi), ei(x,t) € CHT), i€,
is called a generalized §-shock wave type solution of system (1.1) with the initial data
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(u®(x),v°(x)) if the integral identities
/00/ ugot—l—F(u V)goz) dmdt—&—/u%x) (z,0)dx = 0,
/ / V<,0t+GuV<,0:c dxdt+Z/ e;(x &pxt)dl (2.1)

el

/VO dea:—l—Zek(pxk,O) = 0,

kely

hold for all test functions ¢(x,t) € D(R x [0, 00)), where % is the tangential
derivative on the graph T, fv- - dl is a line integral over the arc ~;.

2.2. The Rankine—Hugoniot conditions.

Theorem 2.1. Let us assume that Q@ C R x (0, 00) is some region cut by a smooth
curve I' into a left- and right-hand parts Q, (u(x,t),v(z,t)) and T is a generalized
d-shock wave type solution of system (1.1) and (u(z,t),v(z,t)) is smooth in Q.
Then the Rankine—Hugoniot conditions for d-shocks

[F(U7’U)]Fl/1 + I:U:IFVQ = O7
(G, v)] o1 + [v] e = delwdlr

hold along T, where n = (v1,v9) is the unit normal to the curve T’ pointing from )_
into Qy, 1= (—va,11),

)] = (bt ) = A0

is a jump in function h(u(z,t),v(x,t)) across the discontinuity curve T', (ug,vs)
are respective left- and right-hand values of (u,v) on the discontinuity curve.

IfT ={(z,t) :x = ¢(t)}, Qx = {(x,t) : £(xz — ¢(t)) > 0} then relations (2.2) can
be rewritten as

(2.2)

] _  [Fu)]
o =

[u

e=g(t)’
i) = (16w v) - ) Eg) (2.3)

def :
where e(t) = e(a:,t)|$:¢(t), and (-) = %(')-

Proof. Selecting the test function (z,t) with compact support in Q, we deduce
from (2.1) that (1.1) hold in 4, respectively. Now choosing a test function ¢(z,t)
with support in €2, we deduce from the second identity (2.1) that

O:Aw/Om+GmVMJMﬁ

- //Q, <V<,0t + G(u, V)g%) dxdt—f—/ o (cht + G(u, V)%) da dt.

Next, integrating by parts, we obtain

/ (Vgot + G(u, V)@x) dx dt

Qi
_//Qi (Vt+ (G(u, V))m)@dzdt:F/F (V2Ui+V1G(Ui7Ui)><PdZ

= q:/ (1/21& + V1G(ui,vi))<ﬂdl7
r
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owing to (1.1). Adding the last relations, we have

/000/ (V(pt + G(u,V)gpw) dx dt = /1‘ ([G(u,v)]ul + [v] Vg)go(a:,t) dl (2.4)

for all p(z,t) € D(Q).
Now integrating by parts we can easily see that

/e(x,t)a“”(m’” dl = —/ 0e@st) oty (2.5)
I I

ol ol

where %E(J},t)lr = %e(ﬂc,t)‘rul - %e(l‘,tHFl/g.
Adding (2.4) and (2.5), we deduce

Oe(z,t)

[ (16t + s = 2D ot o

for all p(z,t) € D(2). Thus the second relation (2.2) holds.
We obtain the proof of the first relation (2.2) using formula (2.4).

1—d(t) é(),1
T ={(z,t) : x = ¢(t)} then n = (11,10) = \§1+(¢3(t)))2’ 1= \/(1+(¢'>(t)))2’ an

ol ; e~ '
L+ (5(0)°
In view of (2.6), relations (2.2) imply (2.3).

The first equation (2.2) (or (2.3)) is the standard Rankine-Hugoniot condition.
The left-hand side of the second equation (2.2) (or (2.3)) is called the Rankine—
Hugoniot deficit.

The system of d-shocks integral identities (2.1) is a natural generalization of the
system of integral identities (1.2). The integral identities (2.1) differ from (1.2) by
an additional term

op(x,t) _ dp(,1)
/Fe(ac,t) a1 dl = ;/ e;(x,t) 31 dl

in the second identity. This term appears due to the Rankine—Hugoniot deficit.

2.3. Weak asymptotic solutions. Denote by Op/(e%) the collection of distribu-
tions f(z,t,e) € D'(R,) such that

(f(x,t,e), ¥(x)) = O("),

for any test function ¢(x) € D(R,). Moreover, {f(z,t,e), ¥(x)) is a continuous
function in ¢, where the estimate O(e®) is understood in the standard sense and is
uniform with respect to ¢. The relation op/(¢®) is understood in a corresponding
way.

Definition 2.2. ([6]-[9]) A pair of functions (u(z,t,¢),v(z,t,¢)) smooth as e > 0 s
called a weak asymptotic solution of system (1.1) with the initial data (u°(z),v%(x))
if

é%uéx,tﬁ%m%x,t,sﬁ = OD/EB,

u(x,t,e),v(z,t, e = op/(l),

: w(e.0.8) = u0@)+op (1), (2.7)
o(@,0,6) = o) +op (1), €+,

where the first two estimates are uniform in ¢.
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Constructing the weak asymptotic solution and multiplying the first two relations
(2.7) by a test function ¢(z,t) € D(R x [0, 00)), integrating these relations by parts
and then passing to the limit as ¢ — +0, we will see that the pair of distributions
(1.13) satisfy the integral identities (2.1).

3. PROPAGATION OF §-SHOCKS IN SYSTEM (1.9)

3.1. Weak asymptotic solution. Consider the Cauchy problem (1.9), (1.11). In
this case the graph I' contains only one arc. Suppose this arc has the form I' =
{(z,t) : © = ¢(t)}, and hence e(av,t)|F = e(t). The first step of our approach is to
find a weak asymptotic solution of the Cauchy problem (1.9), (1.11).

The eigenvalues of the characteristic matrix of system (1.9) are

Mal) = 3 (£ = (F@)’ 0@, (7@) > 4g'(w)

We assume that the “overcompression” condition (1.19) is satisfied.

We will seek a §-shock wave type solution in the form (1.12) and a weak asymptotic
solution in the form (1.16). Since the generalized §-shock wave type solution is
defined as a weak limit (1.13) of (1.16), in view of the estimates (1.14), the corrections
R, (z,t,€), Ry(x,t,e) do not make a contribution to the generalized solution of the
problem. However, according to (3.9), (3.10), these terms make a contribution to
the weak asymptotics of the superposition f(u(m, t, 5)) —v(x,t,e) and g(u(m, t, 5)),
and hence play an essential role in the construction of the generalized solution to
the problem. Without introducing these terms, we cannot solve the Cauchy problem
with arbitrary initial data and cannot construct the “right” singular superpositions
(see Remarks 3.1).

Here we choose the corrections in the special form

R, (z,t,e) = P(t)all/nﬂp(%qﬁ(t))
+Q(t)61/(}l+1) QQ(_z_‘;¢(t))7 (31)

RU (x7 t’ 8) = O’

where P(t), Q(t) are the desired functions, 1Q%(z/e), %Qg”l(x/s) are regulariza-
tions (1.17) of the delta function, mollifiers Qp(n), Qg (n) have properties (a)—(c).
Consequently, estimates (1.14) hold.

In addition to (3.1), we can choose mollifiers Qp(n), Qg (n) such that

[obmeyFmam=o, k=12

(3.2)
/%“(n) dn # 0, /Q}%(n) dn # 0.

In particular, for system (1.8) f(u) = u?, g(u) = 3u® — u and relations (3.2) have

the form [ Q%(n)dn =0, [ Q% (n)Qq(n)dn =0, [Qp(n)Q(n) dn = 0.

Theorem 3.1. Let
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then there exists T > 0 such that, for t € [0, T), the Cauchy problem (1.9), (1.11)

has a weak asymptotic solution (1.16), (3.1), (3.2) if and only if
Lifuy,vqy] = 0, x> ¢(t),
Lijfu—,o_] = 0, z<¢(t),
ng[U+,U+] = 0, z> ¢(t),
Lislu_,v_] = 0, z<¢(t), (3.4)
o(t) = [f(u[ﬂ] [v] .
: — _ ] W)=
et) = (lotw] - U)|
1/n
Pit) = (&),
t u
Q) = {B(ni ([f( e A%<Bn+ (3.5)
1/(n+1)
1)B, b ‘ :
(n+ 1) By (uo + 2uy) r—d;(t)))}
where uy = ug, vy = Vg, U_ = Uy + U1, V— = Vg + V1,

a= [Qpmdn>0. b= [wnm@pmdn o= [ w0 (30
The initial data for system (3.4), (3.5) are defined from (1.11), and

e(0) = €
o \1/n
PO) = (&)
— 2" fw)]-[v
Q(O) - cBen+1 ([ ( [11] bl i(Bn

1/(n+1)
-I-(TL + ].)(UO + Zul)BnJrl))}

=0
Proof. With the help of (3.2), (3.6) and relations (6.1) from Lemma 6.1, we find
the following weak asymptotics

RF(z,t,e) = op(l), k<n-—1,
R'(r,te) = aPM(H3(—o+6(t) + o (1), .
Rz, t,e) = Q" (t)0(—x + d(t) + op (1), '
H(—z+¢(t),e)R"(x,t,6) = bP"(t)6(—x + ¢(t)) + op (1),

where a, b, ¢ are defined by (3.6).
Using relations (6.1) from Lemma 6.1, one can calculate

(u(r,t,2))" = uf+ ((uo +un)* — uf) H(—z + 6(t))
. +0D/(1), kEk<n-1,
(u(z,t,e))” = uf+ ((uo+u1)" —uf) H(—x + ¢(t))
) +R™(x,t,€) + op/ (1), (3.8)
(u(z,t,0)"" = wd™ 4 ((uo +ur)™ —uf T H(~z + ¢(t))
+(n+ 1) (ug + ur H(—z + ¢(t), e

xR"(z,t,e) + R" " (z,t,¢) +)oD/)21).
Taking into account relations (3.7), (3.8), we obtain
F(u(a,t,2)) = f(uwo) + (Fluo +wr) = Fluo) | H(=z + (1))
+aA, P"(t)0(—x + ¢(t)) + op/ (1), (3.9)
g(u(e,t,2)) = gluo) + (g(uo + 1) — gluo) ) H(— + (1))
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+{aBnP”(t) + (n+1)(aug + buy) Bpy1 P (1)

+cBn+1Q”+1(t)}6(—x o) +op(1), &— +0. (3.10)

Substituting the smooth ansatz (1.16) and relations (3.9), (3.10) into the left-hand
side of system (1.9), we obtain, up to op/(1), the following relations
Lii[u(z, t,e),v(z,t,€)]
8u1 0

= Lusfuo, vo] + { Gt + 5 [F(w) = o] [ H (=2 + 6()

() - [f(w) —v] }o(-a + 6(1))
+{e(t) —aA,P"(t) 1 (—x + ¢(t)) + opr (1), (3.11)
Lis[u(z, t,€),v(z,t,€)]
(9’01

= Loo[ug,vo] + {E + % [Q(U)} }H(—ﬂﬁ + o(t))
_ {[v]gf)(t) +é(t) = [g(w)] Jo(—a + 6(1))
—|—{e(t)¢( ) —aB, P"( (n+ 1) (auo + buy) By P (1)
)

—cBnHQ”“()} (—z + 6(t)) + opr (1), & — +0. (3.12)

Here we take into account estimates (1.14).
Setting the left-hand side of (3.11), (3.12) equal to zero, we obtain the necessary
and sufficient conditions for the first two equalities (2.7), i.e., systems (3.4), (3.5).
Consider the Cauchy problem

Lii[u, V] = 0, u(z,0)=u(z),

Lig[u, V] = 0, V(x,0) =V x)=12v)(z)+v{(z)H(—x),
assuming that condition (3.3) holds. The last condition means that (u°(z), V°(x))
is entropy initial data. According to [17, Ch.4.2.], we extend a pair of functions

0 (“+( )—“00( z), VO( )—v8( )) z <0,

(vl (2) = ug(@) + ui(z), V2(2) = vg(x) + v (), x>0,
in a bounded C! fashion and continue to denote the extended pair of functions by
(u%(z),V2(x)). By (us(z,t),Vi(z,t)) we denote the C* solutions of the problems

Lii[u,V] = 0, ug(z,0) = ul(z),

Lipfu,V] = 0,  Vi(z,00 = VE(a),
which, according to [17, Ch.2.1.], exist for small enough time interval [0, T}]. The
pair (u(z,t), Vi (z,t)) determines a two-sheeted covering of the plane (z,t). Next,
we define the function z = ¢(t) as a solution of the problem

Loy S u (@, t) = flug(2,t) = Vo (2, 0) + Vi (2,0)
¢(t) a u*(—;at) - Ut (:L'vt) :

(3.13)

a=¢(t)
¢(0) = 0. It is clear that there exists a unique function ¢(t) for sufficiently short
times [0, T5]. Setting T' = min(77,T»), we define the shock solution by

(ug(z,t),Vi(z, 1), = > o),
(“(x’t)’v(“’t)):{ )V (zt) ¢ < o)

Thus the first five equations of system (3.4) define a unique solution of the Cauchy
problem (3.13) for ¢t € [0, T'). Solving this problem, we obtain u(z,t), V(z,t), ¢(t).
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Then, substituting these functions into (3.4), (3.5), we obtain e(t), v(z,t) =
V(z,t) +e(t)é(—z + ¢(t)), and P(t), Q(t). It is clear that mollifiers Qp(n), Qg (n
can be chosen to satisfy relations (3.2).

3.2. /-Shock wave type solution. At the second step, using the weak asymptotic
solution constructed by Theorem 3.1, we obtain a generalized solution of the Cauchy
problem (1.9), (1.11).

Theorem 3.2. There exists T > 0 given by Theorem 3.1 such that the Cauchy
problem (1.9), (1.11), (3.3) fort € [0, T) has a unique generalized solution (1.12),
which satisfies the integral identities (2.1):

/OT/ (ugpt + (f(u) - V)gpx) dx dt

+/u0($)<p($70)d$ = 0,

/OT/ (V¢t+g(u)%) dxdt—&-/VO(ac)(p(%m do

+/ () 2250 1 4 0500,0) = o,
. ol

(3.14)

where T' = {(z,t) : x = ¢(t), t € [0, T)},

Jeten g = [F e @GR

V@, ) = vo(z,t) + o1 (2, ) H(=z+(t)), LGD = 0, (4(t), ) +O() @ (3(1) 1) (see
(2.6)), and functions ug(z,t), vi(x,t), ¢(t), e(t) are defined by system (3.4).

Proof. By Theorem 3.1 we have the following estimates:
Lii[u(z,t,e)] = opr(e), Lizulx,t,e),v(x,t,e)] =op(e).

Let us apply the left-hand and right-hand sides of these relations to an arbitrary test
function ¢(x,t) € D(R x [0, T)). Since for € > 0 the functions u(z,t,¢), v(z,t,¢€)
are smooth, then integrating by parts, we obtain

/OT/ (u(ﬂc,t,fs)‘»@t(m,t) + (f(u(:mt,s)) — v(x7t,5))gox(x7t)> dadt
+/u($,0,5)cp(x,0) dr = o(1),

/OT/ <U($7t’5)%(x7t) +g(u($,t,€))(px(z7t)> dudt

+/v(:v,075)90(3370) dx =o0(1), &— 40.

Passing to the limit as ¢ — +0, and taking into account (1.16), (3.1), (3.9), (3.10),
(3.5), and the fact that

e—40

lim /0 /_Oo e(t)6( — z + ¢(t),e)p(a, t) dudt = -/0 e(t)p(o(t),t)dt,

51320 N 6(0)6( — a:,s)go(z,O) dx = e(0)¢(0,0),

we obtain the integral identities (3.14). According to Theorem 3.1, system (3.4) has
a unique solution.
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The fifth and sixth equations of systems (3.4) are the Rankine-Hugoniot con-
ditions of d-shocks, and the right-hand side of the sixth equation is the Rankine—
Hugoniot deficit.

Corollary 3.1. For t € [0, ), the Cauchy problem (1.9), (1.11), (3.3) (u?, v?,
k =1,2 are constants ) has a unique generalized solution (1.12), where

o) — [f(u[)]] FIOEIPy
elt) = e+ ([o(w)] — pIU )

By Theorem 3.2 and Corollary 3.1 we can obtain a d-shock type solution of the
Cauchy problem (1.8), (1.11).

Remark 3.1. To find a generalized solution of the Cauchy problem (1.9), (1.11) and
(1.8), (1.11) we construct a weak asymptotic solution of problem (1.16), where the
functions uy(x,t), vi(x,t), ¢(t), e(t), k= 0,1 are determined by relations (3.4) and
the functions wo,(n), Qp(n), Qo(n), P(t), Q(t) are determined by relations (3.2),
(3.5), (3.6).

In view of estimate (1.14) (see also formulas (5.6), (5.7) below), the generalized
solution (1.12) of the Cauchy problem does not depend on correction functions P(t),
Q(t). However, according to (3.5), without introducing the terms

() sll/n 2p ( = J; o0 ) Q) 51/<11+1> 2o ( —ro ) ’

€

we cannot solve the Cauchy problem which admits d-shocks. If we introduce only
the first term, we cannot solve the Cauchy problem with an arbitrary initial data
(1.11), but only with initial values determined by the relation

[f ()] = [v]

W Ain <Bn + (4 1) (o + Zul)BnH) (3.15)

where the constants a, b are defined by (3.6). This is related to the fact that system
(3.4), (3.15) is overdetermined.

Without introducing the corrections we cannot also construct the “right” singular
superpositions (5.6), (5.7) in Sec. 5.

4. PROPAGATION OF §-SHOCKS IN SYSTEM (1.5)

Let us consider the Cauchy problem (1.5), (1.11), where ul(O) > 0. The eigen-
values of the characteristic matrix of system (1.5) are Aj(u) = f/(u), Aa(u) = g(u).
We shall assume that

f'(u) >0, g'(u)>0, f'(u) <g(u), (4.1)

i.e., the “overcompression” condition (1.19) is satisfied.
We will seek a §-shock wave type solution in the form (1.12), a weak asymptotic
solution in the form (1.16), and choose corrections in the form

1 — t
Rulat,) =0, Ryfa.t,e) = RS (“H00) (42)
where R(t) is a continuous function, e3Q” (z/¢) is a regularization of the distribu-
tion §”(x), Q(n) has the properties (a)—(c) (see Sec. 1). It is clear that estimates
(1.14) hold.
In [6]- [9] the following theorems were proved.



DELTA-SHOCKS AND SINGULAR SUPERPOSITIONS OF DISTRIBUTIONS 13

Theorem 4.1. There exists T > 0 such that, for t € [0, T), the Cauchy problem
(1.5), (1.11), (4.1) has a weak asymptotic solution (1.16), (4.2) if and only if

Lgl[’uO} = 0, T > ¢(t),
Loifup +u1] = 0, z<¢(t),
Las[ug,vo] = 0, x> ¢(t),
Los[uo + u1,vo + Uﬂ = 0, z<g(1), (4.3)
b = )
ot) = (o] -WI%ER)| _ -
e (Uwml]
7= G (G |y o) -
where
a(t) = [g(u-(z,)wou(n) +us(@,t)(1 = wou () |,_ 0,y ws(n) dn, (45)
ct) = [g(u_(z,hwou(n) +us(z,t)(1 — wou(n))) |x:¢(t)9“(77) dn # 0, '
U_ = up + u1, v— = vy + V1, Uy = Ug, V4 = vg. The initial data for system (4.3),
(4.4) are defined from (1.11), and
) O (ra)|
o0 =0 R0 =5 (| -a0),

In [6]- [9], to prove Theorem 4.1 we use the weak asymptotics v(z, t,€)g(u(z, t,€)),
f(u(:r, t, 5)) given by Lemma 6.2.

Theorem 4.2. Assume that conditions (4.1) are satisfied. Then, for t € [0, T),
where T > 0 is given by Theorem 4.1, the Cauchy problem (1.5), (1.11), has a
unique generalized solution (1.12), which satisfies the integral identities (2.1):

//wpﬁf <pz)d:cdt+/ O(z)p(z,0) dx 0,
//%Jrg <pz Vdmdt+/V0 (4.6)

/Fe(m,t) 81 )dl—i— 00(0,0) = 0,
for all p(x,t) e DR x [0, T)), where T' = {(x,t) : x = ¢(t), te€[0, T)},
[t 228D - [ ) (60,0 + bpuo0.) e
Fe x, al = ; e ©Ot s P y )

V(z,t) = vo+viH(—z+¢(t)). Here functions ug(x,t), vp(x,t), k=0,1, ¢(t), e(t)
are defined by system (4.3) with the initial data defined from (1.11), ¢(0) = 0.

Corollary 4.1. Fort € [0, o), the Cauchy problem (1.5), (1.11) (uf, v}, k = 1,2
are constants ) has a unique generalized solution (1.12), where

o) = Ul

et) = ¢+ (lo(e] - Ll [))e.

Remark 4.1. According to (4.4), (4.5), without introducing the corrections (4.2) we
can only solve the Cauchy problem with initial data determined by the relation

W = [ 5{u0(60),0) +  (610) ) s o) i

z=¢(t)
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In this case we cannot construct the “right” singular superpositions (5.8), (5.9)
defined in Sec. 5.

5. SINGULAR SUPERPOSITIONS (PRODUCTS) OF DISTRIBUTIONS

5.1. Singular superpositions. It seems natural to introduce the product of the
Heaviside function and delta function as the weak limit of the product of their
regularizations. Then, according to the second relation (6.1), we have

— def ;.

H(z)o(x) = glirilo H(xz,e)d(x,e) = B1o(x), (5.1)
where By = [wq(n)ws(n) dn. The product (5.1) defined in this way depends on the
mollifiers w, ws, i.e., on the regularizations of distributions H(x), 6(x).

In a similar way, we can introduce the singular superpositions f(u(;v, t)) —v(x,t),
g(u(z,t)), where distributions u(z,t), v(z,t) are given by (1.12) and polynomials
f(u), g(u) are given by (1.10). Using regularizations of distributions (1.12) u(z,t,¢),
v(z,t,e) given by (1.16), (3.1), (3.2) and weak asymptotics (3.9), (3.10), we define
singular superpositions by the following definition:

fu(z,t)) —v(z,t) I tim (f(u(a:,t,s)) - v(w,t,a)) = f(uo) — vo

e—+0

+[fw) = o] H(=z + 6(8) + {adnP"(t) = e(t) }o(-a + 6(1)),  (5.2)

’_/ﬁdef .
g(u(e,t)) = lim g(u(z,t,€)) = gluo) + [g(w)] H(=z + (t))

+{aBnP”(t) + (n+1) (aug + buy ) Bpyy PM(1) + cBnHQ”“(t)}S(fx +o(t). (5.3)

where the correction functions P(t), Q(t) are given by (3.5), and a, b, ¢ by (3.6),
and the limits are understood in the weak sense.

Let f(u), g(u) be smooth functions. In the same way, using regularizations of
distributions (1.12) u(z,t,€), v(z,t,€) given by (1.16), (4.2) and weak asymptotics
given by Lemma 6.2, we define the singular superpositions:

def .
f(u(z, ) = gliI}rlOf(U(x,tvﬁ)) = f(uo) + [f(u)] H(=x + ¢(t)), (5.4)
def .
v(z, g (ul(z,1) = lim v(z,t,e)g(u(, 1)) = vog(uo)

+[g(w)v] H(—z + ¢(t)) + {e(t)a(t) + R(t)c(t)}é(—x + o(1)), (5.5)
where a(t), c(t) are defined by (4.5).

It is easy to see that the singular superpositions (5.2)—(5.5) depend on the reg-
ularizations of the Heaviside function, delta function and the correction functions
P(t), Q(t), R(t). This fact means that the above introduced singular superpositions
are not unique.

5.2. “Right” singular superpositions. However, in the context constructing of
weak asymptotic solutions of the Cauchy problems we can define explicit formulas
for the “right” singular superpositions.

Namely, substituting P(t), Q(t) given by (3.5) into expressions (5.2), (5.3), we
obtain “right” unique singular superpositions:

flul@, 1) — v(@,t) < lim ( Fu(z, t,2)) — v(z,t, 5))
= fluo) —vo + [f(u) — v] H(—x + (1)), (5.6)
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g(u(z,t)) ©f Nim (g(u(x,t,e)))

e——+0

= gw) + o] H (- +6) + e L e 4 00). 67

Substituting R(t) given by (4.4) into expressions (5.4), (5.5), we obtain “right”
unique singular superpositions:

Flu(a,0) < lim f(u(e,t,0)) = fluo) + [f()] H(=z + 6(1)), (5.8)
v(z, ) g(u(z,t)) def Elirilov(a:,t,e)g(u(m,t,s)) = vog(ug)

o] -+ o) + e E Moot o). 69

In (5.6)—(5.9) the distributions u(z,t), v(z,t) are defined by (1.12).

In contrast to (5.2)—(5.5), where u(z,t,¢€), v(x,t,¢) are regularizations of distri-
butions (1.12), in (5.6), (5.7), and (5.8), (5.9), u(x,t,€), v(x,t, &) give the weak
asymptotic solution of the Cauchy problem (1.9), (1.11), and (1.5), (1.11), respec-
tively.

It is clear that the unique “right” singular superpositions (5.6)—(5.9) are indepen-
dent of the regularizations of the Heaviside function, delta function and the correc-
tion functions and can be obtained only by the construction of a weak asymptotic
solution of the Cauchy problem.

In fact, by (5.9) we define the unique “right” product of the Heaviside function
and the delta function in the context of the Cauchy problem (1.5), (1.11). Setting
R(t) = 0 and comparing formulas (5.5) and (5.9), we readily see that to construct
unique “right” product we must choose the mollifiers w,,, ws in (4.5) such that

at) = [ g{u- (o, thenan) + 1 (2,1 = ()] a(n)

_ )] . (5.10)
L P
In particular, for system (1.7) (here f(u) = u?, g(u) = u) the unique “right”
product of the Heaviside function and the delta function is defined as

e(t)d(—x + ¢(t))u(z, t)
= e(t)a(—x+¢(t)){ Z;gg : i 28

= (u—(z,t) + up(z,t))e(t)d(—z + &(1)).
Here according to (5.10), the mollifiers are such that

[ cantapson = u-(z 1)

u—(z,t) —up (2, 1) |,_yp)
and according to (1.19), (4.1), us(é(t),t) <O0.

As was already mentioned above, systems (1.9) and (1.8) have a specific “strange”
property and, in contrast to system (1.5), formulas (5.6), (5.7) do not define (!) the
product of the Heaviside function and the §-function. Moreover, although (according
to (1.12)), u(x,t) does not depend (!) on the term e(t)d(—x + ¢(t)), the right-
hand side of the “right” singular superposition (5.7) does depend (!) on this term.
Thus one can say that the term e(t)d(—z + ¢(¢)) “appears in (5.7) from nothing”.
Analogously, the left-hand side in (5.6) depends on e(t)§(—x + ¢(t)), but the right-
hand side in (5.6) does not depend on this term.
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Thus a “right” singular superposition is determined only in the context of solving
the Cauchy problem. If we knew the “right” singular superpositions (5.6), (5.7) and
(5.8), (5.9) in advance then Theorem 3.2 and Theorem 4.2 could be proved explicitly
by substituting these superpositions into (1.9), (3.14) and (1.5), (4.6), respectively.

6. SOME WEAK ASYMPTOTIC EXPANSIONS

In order to find a weak asymptotic solution of the Cauchy problems (1.9), (1.11)
and (1.5), (1.11), we need weak asymptotics calculated in the following lemmas.

Lemma 6.1. Let §(z,e) = lw(;(E) lQ(f) be reqularizations (1.17) of the delta

function, and H (£, ¢) = wg( ) f7 w(n) dn, be reqularization (1.18) of the Heav-
iside function H(x), = € R. Then

(H( ) H (&) + Op(e),

(x,f) ( £) Byé(x) + Op(e), (6.1)
(z9)(w(= ) = Ad@)+0pe), 0,

where B, = [wi(nws(n)dn, A, = [ws(n)Q"(n)dn, r=1,2,....

Proof. From (1.18), we obviously have the first relation in (6.1). Making the
change of variables z = &7, we obtain

(s (D) (D) v@)
= [ whmstneen dn = B+ 0). =+,

for all ¢(x) € D(R), i.e., the second relation is proved. Since ws(n)$2"(n) decreases
sufficiently rapidly as |n| — oo, then following the same reasoning, we prove the
third relation:

<1w6(f)(9(§))r,w(x)> = /wé(n)ﬁr(n)w(m) dn

3 3 S

= A,4(0) + 0(), &—+0, Y(zr)eDR), r=12....

Lemma 6.2. ( [5, Corollary 1.1.], [6]- [8]) If f(u), g(u) are smooth functions, and
u(z,t,€), v(x,t,e) are defined by (1.16), (4.2) then

f(u(z,t,e)) = fluo) + [f(u)|H(—z + ¢(t)) + Opi(e), &— +0,
v(@,t,e)g(ule,t,€)) = gluo)vo + [g(u)o] H(—z + (1))

+{e(t)a(t) + RE)e(t) }o(=a + 9(t) + Opr(e), & = +0,
where a(t), c(t) are defined by (4.5).
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