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Abstract: We prove the existence of global weak solutions to the
Navier-Stokes equations for compressible isentropic fluids for any γ > 1
when the Cauchy data are helically symmetric, where the constant γ
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density in any neighborhood of the symmetry axis (the singularity axis)
is obtained.
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1 Introduction

This paper is mainly concerned with the global existence of weak solutions to the Cauchy problem
for the compressible isentropic Navier-Stokes with helically symmetric initial data in R3:





%t + div (%U) = 0,

(%U)t + div (%U⊗U) + a∇(%γ) = µ∆U + µ̃∇divU,

(1.1)

with initial data

%(x, 0) = %0, (%U)(x, 0) = M0, x ∈ R3 (1.2)

that are helically symmetric, i.e., %0 and M0 are periodic in x3 of period 2π/α (0 < α ∈ R),
where % and U = (U1, U2, U3) are the density and velocity, respectively, a%γ is the pressure with
γ > 1 being the specific heat ratio and a > 0 being constant, µ, µ̃ > 0 are constant viscosity
coefficients.

For helically symmetric flow, in cylindrical coordinates (r, θ, z) (0 < r < ∞, 0 ≤ θ ≤
2π, −∞ < z < ∞), the velocity vector U and the pressure a%γ do not depend on θ and z
independently, but only on the linear combination ξ = nθ + αz where n is a given even integer.
Namely, for helically symmetric flow,

%(t,x) = ρ(t, r, ξ), U(t,x) =
(x1

r
u1(t, r, ξ)− x2

r
u2(t, r, ξ),

x2

r
u1(t, r, ξ) +

x1

r
u2(t, r, ξ), u3(t, r, ξ)

)

(1.3)
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for some ρ(t, r, ξ) and u(t, r, ξ) =
(
u1(t, r, ξ), u2(t, r, ξ), u3(t, r, ξ)

)
, where ρ and u are periodic

in ξ of period 2π, x = (x1, x2, x3) ∈ R3 and r =
√

x2
1 + x2

2. Then, the helical symmetry of the
initial data (%0,M0) means that

%0(x) ≡ ρ0(r, ξ), M0(x) ≡
(

x1
r m0

1(r, ξ)− x2
r m0

2(r, ξ),
x2
r m0

1(r, ξ) + x1
r m0

2(r, ξ),m
0
3(r, ξ)

)
(1.4)

for some ρ0(r, ξ) and (m0
1,m

0
2,m

0
3)(r, ξ) ≡m0(r, ξ), where ρ0(r, ξ) and m0(r, ξ) are periodic in ξ

of period 2π.
The Navier-Stokes equations for compressible fluids have been studied by many authors.

The question concerning the global existence and the time-asymptotic behavior of solutions for
large initial data has been largely solved in one dimension. The mathematical theory, however,
is far from being complete in more than one dimension. In the case of sufficiently small initial
data, there is an extensive literature on the global existence and the asymptotic behavior of
solutions which is originated by the papers of Matsumura and Nishida[15, 16] (also see, e.g., [7]
on recent progress). For large initial data, Lions[13] used the weak convergence method and first
obtained the existence of global weak solutions for isentropic flow under the assumption that
γ ≥ 3/2 if the dimension N = 2 and γ ≥ 9/5 if N = 3. In [6, 9, 10, 11] the global existence of
spherically symmetric and axisymmetric weak solutions (without swirls) to the Cauchy problem
for any γ ≥ 1 are proved (also cf. [8] on an exterior problem for the full compressible Navier-
Stokes equations). By modifying Lions’ arguments, and using delicately the Div-Curl Lemma
and an idea from [9], Feireisl, Novotný and Petzeltová extended Lions’ global existence result
in R3 to the case γ > 3/2 (see [4]). We also mention that the existence of weak time-periodic
solutions was proved in [3] under a condition on γ similar to that of Lions [13] and the global
existence of strong large solutions in [18] under the condition that the viscosity depends on ρ in
a very specific way, while in [19], non-existence results of global smooth solutions were discussed
for initial density with vacuum.

In this paper, we shall combine the ideas in [4, 9, 13] to prove the global existence of helically
symmetric weak solutions to the 3-D compressible isentropic Navier-Stokes equations for any γ >
1. Comparing with the axisymmetric case in [9], the difficulties here lie in the following: First,
for helically symmetric flows, there are three components in the velocity field and some swirls are
allowed in the flows, and hence, the equations in the symmetric form become much more complex
and contain the new cross terms, such as n

r (ρuiuj) (i, j = 1, 2, 3) and n2

r2 ∂2
ξ ui (i = 1, 2, 3), which

induce new difficulties and have to be dealt with carefully in weak convergence; then, in the
first glance, when using the effective viscous pressure Peff ≡ P −µ(∇x∆−1

x ∇x) : ∆xU to derive
higher estimates for the density %, one should use three equations for the velocities (2.2)–(2.4).
Unfortunately, this could bring difficulties in defining properly the inverse of a (degenerate)
elliptic operator needed in the derivation of the higher estimates. Instead, we actually use only
two equations (2.2), (2.4) to obtain the higher estimates for % (cf. Section 3).

For the sake of the simplicity of the presentation, we may assume µ̃ = 0 without loss of
generality. It is easy to see, from the proof of this paper, that the case µ̃ 6= 0 will not arise any
new difficulties.

Now we modify the definition of the so-called finite energy solutions to the system (1.1),
(1.2) in [4] in the following way (the notation below will be given at the end of this section):

Definition 1.1 We call (%,U) a finite energy weak solution of 2π
α -period in x3 to (1.1) and

(1.2), if
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(1) % ≥ 0 a.e., and for any T > 0,

% ∈ L∞(0, T ;Lγ(G)), U ∈ L2(0, T ;H1
loc(Ḡ)),

% ∈ C0([0, T ];Lγ
loc(Ḡ)− w), %U ∈ C0([0, T ]; L2γ/(γ+1)

loc (Ḡ)− w), (1.5)

(%, %U)(x, 0) = (%0,M0)(x) weakly in Lγ
loc(Ḡ)× L

2γ/(γ+1)
loc (Ḡ),

and (%,U) is periodic in x3 of period 2π/α, where G = {x ∈ R3 | 0 < x3 < 2π/α} and
Ḡ = {x ∈ R3 | 0 ≤ x3 ≤ 2π/α}.
(2) Eqs. (1.1) are satisfied in D′((0, T ) × R3); moreover for any b ∈ C1(R) such that |b(s)| +
|b′(s)s| ≤ C for all s ∈ R, there holds:

∂tb(%) + div (b(%)U) + (b′(%)%− b(%)) divU = 0 (1.6)

in D′((0, T )×R3), i.e., (%,U) is a renormalized solution of (1.1)1 (see DiPerna and Lions [1]).
(3) The following energy inequality

d

dt

∫

G

(
%|U|2 +

a%γ

γ − 1

)
(x, t)dx +

∫

G
(µ|∇U|2 + µ̃|divU|2)(x, t)dx ≤ 0 (1.7)

holds in the sense of distributions.

Thus, the main result of this paper reads:

Theorem 1.1 Let γ > 1. Assume that %0,M0 are helically symmetric (i.e., (1.4) holds), and
that 0 ≤ ρ0 ∈ L1(R+ × (0, 2π)) ∩ Lγ(R+ × (0, 2π)), m0/

√
ρ0 ∈ L2(R+ × (0, 2π)) and ρ0,m0

are periodic in ξ of 2π-period. Then, there exists a global finite energy weak solution (%,U) of
2π
α -period to (1.1), (1.2) which is helically symmetric, i.e., (1.3) holds for some (ρ,u) that is a
weak solution of (2.1)–(2.7). Moreover, for any T > 0 and β ∈ (0, 1), we have

∫ T

0

∫ 1

0

∫ 2π

0
(ργ + ρu2

1 + ρu2
2)r

βdrdξdt ≤ C. (1.8)

Remark 1.1 A similar existence of strong solutions in the incompressible fluid case has been
proved by Mahalov, Titi and Leibovich in [14].

We will prove Theorem 1.1 by showing first that there exists a global weak solution (ρ,u)
to (2.1)-(2.7), and then that (%,U) of the form (1.3) satisfies Definition 1.1, thus obtaining a
global helically symmetric weak solution.

The paper is organized as follows: In Section 2 we derive a priori estimates for the approx-
imate weak solutions of (2.1)–(2.7) and give the proof of Theorem 1.1 in Section 3. Section 4 is
devoted to the study of the global existence of the approximate weak solutions to (2.1)-(2.7).

Notation (used throughout this paper): Let m be an integer and 1 ≤ p ≤ ∞. By Wm,p(O)
(Wm,p

0 (O)) we denote the usual Sobolev space defined over a domain O. Wm,2(O) ≡ Hm(O)
(Wm,2

0 (O) ≡ Hm
0 (O)), W 0,p ≡ Lp(O) with norm ‖ · ‖Lp(O). For Ω ⊂ R2 we define

Lp(Ω) :=
{

f ∈ L1
loc(Ω) :

∫

Ω
|f(r, ξ)|prdrdξ < ∞

}
, ‖ · ‖Lp(Ω) :=

(∫

Ω
|f(r, ξ)|prdrdξ

)1/p
.
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Lp
loc(Ω) and H1

loc(Ω) are defined similarly to Lp
loc(Ω) and H1

loc(Ω), respectively. In particular, we
use the following abbreviations:

R+ := (0,∞), R+
0 := [0,∞), ‖ · ‖Lp ≡ ‖ · ‖Lp(R+×(0,2π)), ‖ · ‖Lp ≡ ‖ · ‖Lp(R+×(0,2π)),

∇ := (∂r,
n

r
∂ξ, α∂ξ), ∆̃ := ∂2

r + α2∂2
ξ , ∇̃ := (∂r, α∂ξ) ≡ (∂1, ∂2),

ũ =: (u1, u3), ˜div ũ := ∂ru1 + α∂ξu3.

Lp(I, B) respectively ‖ · ‖Lp(I,B) denotes the space of all strongly measurable, pth-power inte-
grable (essentially bounded if p = ∞) functions from I to B respectively its norm, I ⊂ R an
interval, B a Banach space. C(I,B−w) is the space of all functions which are in L∞(I, B) and
continuous in t with values in B endowed with the weak topology.

The same letter C (sometimes used as C(X) to emphasize the dependence of C on X) will
denote various positive constants which do not depend on ε and δ.

2 Approximate solutions and a priori estimates

The helically symmetric form of the compressible Navier-Stokes equations (1.1) for the unknowns
ρ(t, r, ξ) and u(t, r, ξ) reads (cf. [14] for a derivation in the incompressible fluid case):

∂tρ +
1
r
∂r(rρu1) +

n

r
∂ξ(ρu2) + α∂ξ(ρu3) = 0, (2.1)

∂t(ρu1) +
1
r
∂r(rρu2

1) +
n

r
∂ξ(ρu1u2) + α∂ξ(ρu1u3)− ρu2

2

r
+ ∂rP

= µ
[1
r
∂r(r∂ru1) +

(
α2 +

n2

r2

)
∂2

ξ u1 − u1

r2
− 2n

r2
∂ξu2

]
, (2.2)

∂t(ρu2) +
1
r
∂r(rρu1u2) +

n

r
∂ξ(ρu2

2) + α∂ξ(ρu2u3) +
ρu1u2

r
+

n

r
∂ξP =

µ
[1
r
∂r(r∂ru2) +

(
α2 +

n2

r2

)
∂2

ξ u2 − u2

r2
+

2n

r2
∂ξu1

]
, (2.3)

∂t(ρu3) +
1
r
∂r(rρu1u3) +

n

r
∂ξ(ρu2u3) + α∂ξ(ρu2

3) + α∂ξP

= µ
[1
r
∂r(r∂ru3) +

(
α2 +

n2

r2

)
∂2

ξ u3

]
, (2.4)

together with initial values

ρ(0, r, ξ) = ρ0(r, ξ), (ρu)(0, r, ξ) = m0(0, r, ξ), (r, ξ) ∈ R+ × R, (2.5)

and boundary conditions

u1(t, 0, ξ) = u2(t, 0, ξ) = ∂ru3(t, 0, ξ) = 0, t > 0, ξ ∈ R, (2.6)
ρ and u are periodic in ξ of period 2π. (2.7)

Here P = aργ , m0 = (m0
1,m

0
2, m

0
3), and for simplicity, we have assumed that n is an even integer

(cf. Remark 2.1).

Remark 2.1 (i) The choice of the boundary conditions (2.6) follows from the fact that when n is
even, a smooth helically symmetric solution to (1.1), (1.2) satisfies (2.6) at r = 0 automatically.
Furthermore, test functions with 2π/α-period in x3 in (2) of Definition 1.1 automatically satisfy
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(2.6) when (%,U) is helically symmetric (cf. the calculations at the end of Section 3).
(ii) When n is odd, we have to impose the following boundary conditions, instead of (2.6),

(u1 + n∂ξu2)(t, 0, ξ) = (u2 − n∂ξu1)(t, 0, ξ) = ∂ξu3(t, 0, ξ) = 0

because of the same reason as in (i). In this case, we have to modify (2) in Definition 2.1
appropriately (cf. Remark 2.2). A similar theorem can be obtained without essential changes in
the arguments for n being even.

In this section we first construct the approximate solutions of (2.1)–(2.7) by adding an
artificial pressure term ελρβ (β > max{4, γ}, λ > 3β

γ − 3) and cutting off the singularity induced
by the axis r = 0 in (2.1)–(2.4), then we derive a priori estimates for the approximate solutions.
Before we do this, we first give the definition of the global weak solution to problem (2.1)-(2.7).

Definition 2.1 Let Ω = R+ × [0, 2π], we call (ρ,u)(r, ξ) a finite energy weak solution of (2.1)-
(2.7), if
(1) ρ ≥ 0 a.e., and for any T > 0,

ρ ∈ L∞(0, T ;Lγ(Ω)), u ∈ L2(0, T ;H1
loc(Ω)),

ρ ∈ C0([0, T ];Lγ
loc(Ω)− w), ρu ∈ C0([0, T ];L2γ/(γ+1)

loc (Ω)− w), (2.8)

(ρ, ρu)(r, ξ, 0) = (ρ0,u0)(r, ξ) weakly in Lγ
loc(Ω)× L2γ/(γ+1)

loc (Ω).

where (ρ,u) is 2π-periodic in the variable ξ for all ξ ∈ R.
(2) For any t2 ≥ t1 ≥ 0, and the test functions ζ, φ, ϕ ∈ C1

0 (Ω × [t1, t2]) with φ(t, 0, ξ) =
∂rϕ(t, 0, ξ) = ∂ξφ(t, 0, ξ) = ∂ξϕ(t, 0, ξ) = 0, there hold:

∫

Ω
ρζrdrdξ|t2t1 −

∫ t2

t1

∫

Ω
{ρζt + ρu1ζr + (

nρu2

r
+ αρu3)ζξ}rdrdξdt = 0, (2.9)

∫

Ω
ρu1φrdrdξ|t2t1 −

∫ t2

t1

∫

Ω
{ρu1φt + ρu1(u1φr + (

nu2

r
+ αu3)φξ)}rdrdξdt

=
∫ t2

t1

∫

Ω
{aργ(∂rφ +

φ

r
) +

ρu2
2

r
φ− µ(∂ru1φr + (

w2

r
+ α2∂ξu1)φξ +

w1

r
φ)}rdrdξdt, (2.10)

∫

Ω
ρu2φrdrdξ|t2t1 −

∫ t2

t1

∫

Ω
{ρu2φt + ρu2(u1φr + (

nu2

r
+ αu3)φξ)}rdrdξdt

=
∫ t2

t1

∫

Ω
{aργ nφξ

r
− ρu1u2

r
φ− µ(∂ru2φr + (

w1

r
+ α2∂ξu2)φξ − w2

r
φ)}rdrdξdt, (2.11)

∫

Ω
ρu3ϕrdrdξ|t2t1 −

∫ t2

t1

∫

Ω
{ρu1ϕt + ρu3(u1ϕr + (

nu2

r
+ αu3)ϕξ)}rdrdξdt

=
∫ t2

t1

∫

Ω
{αaργϕξ − µ(∂ru3ϕr + (

n2

r2
∂ξu3 + α2∂ξu3)ϕξ}rdrdξdt, (2.12)

where we denote w1 = n∂ξu2

r + u1
r , w2 = −n∂ξu2

r + u1
r .

(3) For any b ∈ C1(R) such that |b(s)|+ |b′(s)s| ≤ C for all s ∈ R, there holds:

∂tb(ρ) +
1
r
∂r(rb(ρ)u1) +

n

r
∂ξ(b(ρ)u2) + α∂ξ(b(ρ)u3)

+(b′(ρ)ρ− b(ρ)){1
r
∂r(ru1) +

n

r
∂ξu2 + α∂ξu3} = 0.

5



in D′((0, T )× Ω), i.e., (ρ,u) is a renormalized solution of (2.1)1.
(4) The following energy inequality

E(t) + µ

∫ t

0

∫

R+

∫ 2π

0

{
|∂ru|2 + α2|∂ξu|2 +

n2

r2
|∂ξu3|2

+
(u1

r
+

n

r
∂ξu2

)2
+

(u2

r
− n

r
∂ξu1

)2}
(τ)rdrdξdτ ≤ E(0), ∀t > 0, (2.13)

is satisfied, where

E(t) =
∫

R+

∫ 2π

0
(
ρ|u|2

2
+

a

γ − 1
ργ)rdrdξ.

Remark 2.2 If n is odd, we modify (2) in Definition 2.1 in the following way: For any t2 ≥
t1 ≥ 0, and test functions ζ, ζ1, ζ2 ∈ C1

0 (Ω× [t1, t2]) of 2π−period in the variable ξ, ζξ(t, 0, ξ) =
(ζ1 − n∂ξζ

2)(t, 0, ξ) = (ζ2 + n∂ξζ
1)(t, 0, ξ) = 0, the equations (2.1) and (2.4) are satisfied in the

weak sense with test function ζ, and the following holds.
∫

Ω
(ρu1ζ

1 − ρu2ζ
2)rdrdξ

∣∣∣
t2

t1
−

∫ t2

t1

∫

Ω
{ρu1ζ

1
t − ρu2ζ

2
t + ρ(u1)2ζ1

r − ρu1u2ζ
2
r +

ρu1u2

r
(ζ2 + nζ1

ξ )

+α(ρu1u3ζ
1
ξ − ρu2u3ζ

2
ξ ) +

ρ(u1)2

r
(ζ1 − nζ2

ξ )}rdrdξdt =
∫ t2

t1

∫

Ω
{aργ(ζ1

r +
ζ1 − nζ2

ξ

r
)

−µ[(∂ru1ζ
1
r − ∂ru2ζ

2
r ) + α2(∂ξu1ζ

1
ξ − ∂ξu2ζ

2
ξ ) +

w1

r
(ζ1 − nζ2

ξ )− w2

r
(ζ2 + nζ1

ξ )]}rdrdξdt,

∫

Ω
(ρu1ζ

2 + ρu2ζ
1)rdrdξ

∣∣∣
t2

t1
−

∫ t2

t1

∫

Ω
{ρu1ζ

2
t + ρu2ζ

1
t + ρ(u1)2ζ2

r + ρu1u2ζ
1
r −

ρu1u2

r
(ζ1 − nζ2

ξ )

+α(ρu1u3ζ
2
ξ + ρu2u3ζ

1
ξ ) +

ρ(u1)2

r
(ζ2 + nζ1

ξ )}rdrdξdt =
∫ t2

t1

∫

Ω
{aργ(ζ2

r +
ζ2 + nζ1

ξ

r
)

−µ[(∂ru1ζ
2
r + ∂ru2ζ

1
r ) + α2(∂ξu1ζ

2
ξ + ∂ξu2ζ

1
ξ ) +

w1

r
(ζ2 + nζ1

ξ ) +
w2

r
(ζ1 − nζ2

ξ )]}rdrdξdt,

∫

Ω
ρu3ζrdrdξ|t2t1 −

∫ t2

t1

∫

Ω
{ρu3ζt + ρu3[u1ζr + (

nu2

r
+ αu3)ζξ]}rdtdrdξ

=
∫ t2

t1

∫

Ω
{αaργζξ − µ[∂ru3ζr + (

n2

r2
∂ξu3 + α2∂ξu3)ζξ]}rdtdrdξ.

We start with the construction of approximation to the initial data ρ0,m0. Let χε
1, χ

ε
2 ∈

C∞(R) satisfy χε
1(x) = 1 for x ≤ ε−2, χε

2(r) = 1 for r ≥ 3ε, and χε
1(x) = 0 for x ≥ 2ε−2, χε

2(r) = 0
for r ≤ 2ε. Similar to [11], we define

ρε
0(r, ξ) := r−1/γ [(r1/γρ0) ∗ jε/2](r, ξ)χε

1(r
2),

mε
0(r, ξ) := χε

2(r) ·





[(m0/
√

ρ0) ∗ jε](r, ξ)
√

ρε
0(r, ξ), ρ0(r, ξ) > 0,

0, ρ0(r, ξ) = 0,

where jε = 1
ε j(r/ε, ξ/ε) with

∫∞
0

∫ 2π
0 j(r, ξ)rdrdξ = 1. It is easy to see that (ρε

0,m
ε
0) is periodic

in ξ of period 2π.
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Thus, the approximate solutions of (2.1)–(2.7) are obtained by solving the following initial
boundary value problem in the domain (ε,∞)× R:

∂tρ
ε +

1
r
∂r(rρεuε

1) +
n

r
∂ξ(ρεuε

2) + α∂ξ(ρεuε
3) = 0, (2.14)

∂t(ρεuε
1) +

1
r
∂r(rρε(uε

1)
2) +

n

r
∂ξ(ρεuε

1u
ε
2) + α∂ξ(ρεuε

1u
ε
3)−

ρε(uε
2)

2

r

+a∂r(ρε)γ + ελ∂r(ρε)β = µ
[1
r
∂r(r∂ru

ε
1) + (α2 +

n2

r2
)∂2

ξ uε
1 −

uε
1

r2
− 2n

r2
∂ξu

ε
2

]
, (2.15)

∂t(ρεuε
2) +

1
r
∂r(rρεuε

1u
ε
2) +

n

r
∂ξ(ρε(uε

2)
2) + α∂ξ(ρεuε

2u
ε
3) +

ρεuε
1u

ε
2

r

+
n

r
∂ξ

(
a(ρε)γ + ελ(ρε)β

)
= µ

[1
r
∂r(r∂ru

ε
2) + (α2 +

n2

r2
)∂2

ξ uε
2 −

uε
2

r2
+

2n

r2
∂ξu

ε
1

]
, (2.16)

∂t(ρεuε
3) +

1
r
∂r(rρεuε

1u
ε
3) +

n

r
∂ξ(ρεuε

2u
ε
3) + α∂ξ(ρε(uε

3)
2) + α∂ξ

(
a(ρε)γ + ελ(ρε)β

)

= µ
[1
r
∂r(r∂ru

ε
3) + (α2 +

n2

r2
)∂2

ξ uε
3

]
(2.17)

together with initial values:

ρε(0, r, ξ) = ρε
0(r, ξ), (ρεuε)(0, r, ξ) = mε

0(r, ξ), (r, ξ) ∈ (ε,∞)× R, (2.18)

and boundary conditions:

uε
1(t, ε, ξ) = uε

2(t, ε, ξ) = ∂ru
ε
3(t, ε, ξ) = 0, t > 0, ξ ∈ R, (2.19)

ρε and uε are periodic in ξ of period 2π, (2.20)

where uε = (uε
1, u

ε
2, u

ε
3), β > max{4, γ} and λ > 3β

γ − 3 are constants.

From the construction of ρε
0,m

ε
0, one easily sees that ρε

0 ∈ Lβ
loc(R

+ × [0, 2π]), ρε
0 ≥ 0 a.e.,

and

‖ρε
0 − ρ0‖Lγ(R+×(0,2π)) → 0,

∥∥∥∥
mε

0√
ρε
0

− m0√
ρ0

∥∥∥∥
L2(R+×(0,2π))

→ 0, as ε → 0,

∫

(ε,∞)×(0,2π)
ρε
0rdrdξ ≤ C

∫

R+×(0,2π)
ρ0rdrdξ.

(2.21)

Therefore, by virtue of Theorem 4.3 in Section 4, the problem (2.14)–(2.20) has a global
weak solution (ρε,uε) on R+

0 × [ε,∞)× R with ρε ≥ 0 a.e., such that

Eε(t) + µ

∫ t

0

∫ ∞

ε

∫ 2π

0

{
|∂ru

ε|2 + α2|∂ξu
ε|2 +

n2

r2
|∂ξu

ε
3|2

+
(uε

1

r
+

n

r
∂ξu

ε
2

)2
+

(uε
2

r
− n

r
∂ξu

ε
1

)2}
(τ)rdrdξdτ ≤ Eε(0) ∀ t > 0, (2.22)

∫ ∞

ε

∫ 2π

0
ρεrdrdξ ≤

∫

R+×(0,2π)
ρ0rdrdξ ∀ t > 0, (2.23)

where

Eε(t) :=
∫ ∞

ε

∫ 2π

0

[ρε|uε|2
2

+
a

γ − 1
(ρε)γ +

ελ

β − 1
(ρε)β

]
(t)rdrdξ.
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Notice that β > 2, then by the proof in [13], ρε is in fact a renormalized solution of (2.14),
i.e., for any b ∈ C1(R), |b(s)| ≤ C and |b′(s)s| ≤ C, one has

∂tb(ρε) +
1
r
∂r[rb(ρε)uε

1] +
n

r
∂ξ[b(ρε)uε

2] + α∂ξ[b(ρε)uε
3]

+
[
b′(ρε)ρε − b(ρε)

][1
r
∂r(ruε

1) +
n

r
∂ξu

ε
2 + α∂ξu

ε
3

]
= 0. (2.24)

Moreover, using Hölder’s inequality and recalling λ > 3β
γ − 3, one concludes that

ελ‖ρε
0‖β
Lβ((ε,∞)×[0,2π])

≤ Cε
1−β

γ
+λ‖(rργ

0) ∗ jε/2‖β/γ

Lβ/γ

≤ Cε
3− 3β

γ
+λ‖ρ0‖β−γ

Lγ ‖(rργ
0) ∗ jε/2‖L1

≤ Cε
3− 3β

γ
+λ‖ρ0‖β

Lγ → 0, as ε → 0, (2.25)

which combined with (2.21) and (2.22) gives the energy estimate:

L.H.S. of (2.22) ≤ C

{
1 +

∫

R+×(0,2π)

( |m0|2
2ρ0

+
aρ0

γ

γ − 1

)
rdrdξ

}
, ∀t ≥ 0. (2.26)

Using the estimate (2.22) and approximating the function b(ρ) in (2.24) by ρθ with 0 < θ ≤
γ− 1 (i.e., taking some |bR(s)|+ |b′R(s)s| ≤ C and bR(s) → ρθ as R →∞), we find that (also cf.
[13, pp. 25,19]),

∂t(ρε)θ +
1
r
∂r[r(ρε)θuε

1] +
n

r
∂ξ[(ρε)θuε

2] + α∂ξ[(ρε)θuε
3]

+ (θ − 1)(ρε)θ

[
1
r
∂r(ruε

1) +
n

r
∂ξu

ε
2 + α∂ξu

ε
3

]
= 0. (2.27)

Then, if we multiply the equation (2.15), (2.17) by φ(r) ∈ C∞
0 (ε,∞) and employ the equation

(2.27), we obtain by calculations similar to those in [13, Chapter 5] that

φ(r)(ρε)θ{a(ρε)γ + ελ(ρε)β − µ(∂ru1 + α∂ξu3)}
= ∂t{(ρε)θ(−∆̃)−1[∂r(φ(r)ρεuε

1) + α∂ξ(φ(r)ρεuε
3)]}

+(−∆̃)−1[∂r(φ(r)ρεuε
1) + α∂ξ(φ(r)ρεuε

3)]
{1

r
∂r[r(ρε)θuε

1] +
n

r
∂ξ[(ρε)θuε

2] + α∂ξ[(ρε)θuε
3]

+(θ − 1)(ρε)θ
[1
r
∂r(ruε

1) +
n

r
∂ξu

ε
2 + α∂ξu

ε
3

]}
+ (ρε)θ(−∆̃)−1

{
∂2

r

(
φ(r)ρε(uε

1)
2
)

+
n

r
∂2

rξ(φ(r)ρεuε
1u

ε
2) + α∂2

rξ(φ(r)ρεuε
1u

ε
3) + α2∂2

ξ (φ(r)(uε
3)

2) +
nα

r
∂2

ξ (φ(r)ρεuε
2u

ε
3)

}

−(ρε)θ(−∆̃)−1
{

∂r

[
rρε(uε

1)
2∂r(

φ

r
) +

φρε(uε
2)

2

r
+

(
a(ρε)γ + ελ(ρε)β

)
φ′(r)

]

+α∂ξ

(
rρεuε

1u
ε
3∂r(

φ

r
)
)}− µ(ρε)θ(−∆̃)−1

{
∂r

[n2

r2
∂2

ξ (φuε
1)

]
+ α∂ξ

[n2

r2
∂2

ξ (φuε
3)

]}

+µ(ρε)θ(−∆̃)−1
{

∂r

[
r∂ru

ε
1∂r(

φ

r
) +

(uε
1

r2
+

2n

r2
∂ξu

ε
2

)
φ
]

+ α∂ξ

[
r∂ru

ε
3 · ∂r(

φ

r
)

+∂r(φ′(r)uε
3)

]
− α2∂2

ξ (φ′(r)uε
1)

}
(0 < θ ≤ γ − 1), (2.28)

where (−∆̃)−1 stands for the inverse of the operator ∆̃ = ∂2
r + α2∂2

ξ on R × [0, 2π]. To handle
the terms on the right hand side of the equation (2.28), we set

wε
1 :=

uε
1

r
+

n

r
∂ξu

ε
2, wε

2 :=
uε

2

r
− n

r
∂ξu

ε
1
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to see that by virtue of (2.26), wε
1, w

ε
2 ∈ L2(0, T ;L2((ε, +∞)× (0, 2π)). Thus,

n2

r2
∂2

ξ (φuε
1)− (

uε
1

r2
+

2n

r2
∂ξu

ε
2)φ =

n

r
∂ξ(

n

r
∂ξu

ε
1 −

uε
2

r
)φ− (

uε
1

r2
+

2n

r2
∂ξu

ε
2)φ

= −(
wε

1

r
+

n

r
∂ξw

ε
2)φ(r). (2.29)

On the other hand,

(−∆̃)−1[∂r(φ(r)ρεuε
1) + α∂ξ(φ(r)ρεuε

3)]
{

∂r[(ρε)θuε
1] +

n

r
∂ξ[(ρε)θuε

2] + α∂ξ[(ρε)θuε
3]

}

= div
{

(−∆̃)−1
[
∂r(φ(r)ρεuε

1) + α∂ξ(φ(r)ρεuε
3)

]
(ρε)θuε

}

−(ρε)θuε · ∇
{

(−∆̃)−1
[
∂r(φ(r)ρεuε

1) + α∂ξ(φ(r)ρεuε
3)

]}
. (2.30)

So, multiplying (2.28) with θ = γ − 1 by r and integrating, and following the same process
as in the proof of Theorem 7.1 in [13, Chapter 7], we can deduce that

∫ T

0

∫

R+×(0,2π)
φ(r)

{
a(ρε)γ+θ + ελ(ρε)β+θ

}
rdrdξ ≤ C, θ = γ − 1, (2.31)

where C is a positive constant depending only on θ, ρ0 and m0.
Next, we exploit the pressure term in (2.15) to derive a (better) integrability estimate (2.33)

of ρε near r = 0, which will be needed in the exclusion of singularity concentration on the axis
r = 0 at the end of Section 3.

For h > 0, let ϕ ∈ C1
0 (R+×R+×[0, 2π]) be the 2π−periodic function in ξ and χh ∈ C∞(ε,∞)

be non-negative such that

ϕ(t, r, ξ) = 1 for (t, r, ξ) ∈ [0, T ]× [0, 1]× [0, 2π],

χh(r) =





0, ε ≤ r ≤ ε + h, 0 ≤ ∂rχ
h(r) ≤ ch−1,

1, ε + 2h ≤ r.

Taking ψ(t, r, ξ) = r(r − ε)2/3ϕ(t, r, ξ)χh(r) as a test function for (2.15), i.e., multiplying (2.15)
by ψ and integrating over (0, T )×Gε with Gε := (ε,∞)× (0, 2π), we deduce that

∫ T

0

∫

Gε

{
rρε(uε

1)
2∂r(

ψ

r
) +

[
a(ρε)γ + ελ(ρε)β

]
ψr + ρε(uε

2)
2 ψ

r

}
drdξdt

=
∫

Gε

ρεuε
1ψ

∣∣∣
t

0
drdξ +

∫ t

0

∫

Gε

{
− ρεuε

1∂tψ −
[n

r
ρεuε

1u
ε
2 + αρεuε

1u
ε
3

]
ψξ

}
drdξdt

+µ

∫ T

0

∫

Gε

{
r∂ru

ε
1∂r

[ψ

r

]
+

(n2

r2
+ α2

)
∂ξu

ε
1ψξ +

(uε
1

r2
+

2n

r2
∂ξu

ε
2

)
ψ

}
drdξdt.

In view of ψr ≥ 2
3r2/3ϕχh + r(r − ε)χhϕr,

[ψ
r

]
r
≥ (r − ε)2/3χhϕr + 2

3(r − ε)−1/3χhϕ, and
∫ T

0

∫

Gε

{
− n2

r2
∂2

ξ uε
1ψ +

(uε
1

r2
+

2n

r2
∂ξu

ε
2

)
ψ

}
drdξdt

=
∫ T

0

∫

Gε

{
− n

r
∂ξ

(uε
2

r
− wε

2

)
ψ +

(uε
1

r2
+

2n

r2
∂ξu

ε
2

)
ψ

}
drdξdt

=
∫ T

0

∫

Gε

{
− n

r
wε

2ψξ +
1
r
wε

1ψ
}

,

9



we see that

2
3

∫ T

0

∫

Gε

{ρε(uε
1)

2 + a(ρε)γ + ελ(ρε)β}r2/3ϕχhdrdξdt +
∫ T

0

∫

Gε

ρε(uε
2)

2(r − ε)
2
3 ϕχhdrdξdt

≤ 2 sup
0≤t≤T

∫

Gε

ρε|uε
1ψ|(t, r, ξ)drdξ +

∫ t

0

∫

Gε

{
ρε|uε

1∂tψ|+ |(n
r
ρεuε

1u
ε
2 + αρεuε

1u
ε
3)ψξ|

+µα2|∂ξu
ε
1∂ξψ|+ µ

(|n
r
wε

2ψξ|+ |1
r
wε

1ψ|
)}

drdξdt

+
∫ t

0

∫

Gε

{
(a(ρε)γ + ελ(ρε)β)|ϕr|χh(r) + µ|∂ru

ε
1||∂r(ϕχh) +

2ϕχh

3(r − ε)
|(r − ε)2/3

}
rdrdξdt

≤ C sup
0≤t≤T

∫

Gε

{(ρε)γ + ελ(ρε)β + ρε + ρε|uε|2}rdrdξ

+C

∫ T

0

∫

Gε

{
|∇uε|2 + |wε

1|2 + |wε
2|2 +

[
|∂r(ϕχ)|+ ϕχ

r − ε

]2
(r − ε)4/3

}
rdrdξdt

≤ C + C
{∫ T

0

∫ 2π

0

∫ 2h+ε

h+ε

(r − ε)4/3

h2
ϕrdrdξdt +

∫ T

0

∫ 2π

0

∫ ∞

ε

1
(r − ε)2/3

ϕrdrdξdt
}

≤ C (2.32)

with C being independent of ε and h. Hence letting h → 0 in (2.32), we obtain
∫ T

0

∫ 1

ε

∫ 2π

0
ρε(uε

2)
2(r− ε)

2
3 drdξdt+

∫ T

0

∫ 1

ε

∫ 2π

0
{(ρε)γ + ελ(ρε)β +ρε(uε

1)
2}r 2

3 drdξdt ≤ C (2.33)

for any T > 0, where the constant C is independent of ε.

3 Proof of the precompactness

In this section we extract a subsequence from the approximate weak solution sequence (ρε,uε) of
(2.14)–(2.17) and prove that its weak limit (ρ,u) is indeed a global weak solution of (2.1)–(2.7).

First we extend (ρε,uε) to the whole domain R+×R by setting ρε as well as uε
1, u

ε
2 to be zero

and uε
3 to be uε

3(t, ε, ξ) for (t, r, ξ) ∈ R+
0 × [0, ε) × R. For simplicity, we still denote by (ρε,uε)

this extension, we note that (ρε,uε) is periodic with period 2π in the variable ξ. Throughout
this section, we denote Ω := R+ × [0, 2π].

It follows from (2.26) and (5.91) in [13, p. 43] that ‖uε‖L2(0,T ;H1
loc(Ω)) is uniformly bounded

with respect to ε, and hence, we can extract a subsequence of (ρε,uε), still denoted by (ρε,uε),
with

ρε ∈ L∞(0, T ;Lγ(Ω) ∩ Lβ(Ω)), ∇̃uε ∈ L2(0, T ;L2(Ω)),

such that 



wε
1 ⇀ w1, wε

2 ⇀ w2 weakly in L2(0, T ;L2(Ω)),

ρε ⇀ ρ weak-∗ in L∞(0, T ;Lγ(Ω)),

uε ⇀ u weakly in L2(0, T ;H1
loc(Ω)).

(3.1)

Using (2.14) and (2.26), we see that ∂tρ
ε ∈ L2(0, T ; W−1,p

loc (Ω)) for any 1 < p < γ. So, by
Appendix C in [12], one obtains

ρε → ρ in C0([0, T ]; Lp
loc(Ω)− w) for any 1 < p < γ. (3.2)
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On the other hand, since γ > 1, we can take 1 < p < γ such that Lp
loc(Ω) ↪→↪→ H−1

loc (Ω). Hence,
for any T < ∞, ρε → ρ in C0([0, T ]; H−1

loc (Ω)) as ε → 0. This together with (3.2) implies that

ρεuε ⇀ ρu in D′((0, T )× Ω). (3.3)

Moreover, by (2.26), (2.15)–(2.17),

ρεuε ∈ L∞(0, T ;L2γ/(γ+1)(Ω)) ∩ L2(0, T ; Lp
loc(Ω)), for any p < γ,

and
∂t(ρεuε) ∈ L2(0, T ; W−1,p̃

loc (Ω)) for some 1 < p̃ < min{2, γ}.
Hence, Appendix C of [12] and (3.3) imply immediately

ρεuε → ρu weak-∗ in L∞(0, T ;L2γ/(γ+1)(Ω))

and weakly in L2(0, T ;Lp
loc(Ω)) for any 1 < p < γ,

ρεuε → ρu in C0([0, T ]; Lp
loc(Ω)− w) for any p < 2γ/(γ + 1).

(3.4)

From (3.1), (3.3) and (3.4), we get

ρεuε ⊗ uε ⇀ ρu⊗ u weakly in L2(0, T ; Lp
loc(Ω)) for any 1 < p <

2γ

γ + 1
. (3.5)

Furthermore, from (3.1), (3.5), and (2.21), (2.22), (2.25) and the lower semicontinuity of weak
convergence, the estimate (2.8) follows.

By (2.31) and Hölder’s inequality, we conclude that for any K ⊂⊂ R+ × R,

ελ

∫ T

0

∫

K
(ρε)βdrdξdt ≤ C(K)ελθ/(β+θ)

{
ελ

∫ T

0

∫

K
(ρε)β+θrdrdξdt

}β/(β+θ)
→ 0 as ε → 0. (3.6)

If we sum up (3.1)–(3.6) and take ε → 0 in (2.14)–(2.17), we deduce that




∂tρ +
1
r
∂r(rρu1) +

n

r
∂ξ(ρu2) + α∂ξ(ρu3) = 0,

∂t(ρu1) +
1
r
∂r(rρu2

1) +
n

r
∂ξ(ρu1u2) + α∂ξ(ρu1u3)− ρu2

2

r
+ a∂rργ

= µ
[1
r
∂r(r∂ru1) + (α2 +

n2

r2
)∂2

ξ u1 − u1

r2
− 2n

r2
∂ξu2

]
,

∂t(ρu2) +
1
r
∂r(rρu1u2) +

n

r
∂ξ(ρu2

2) + α∂ξ(ρu2u3) +
ρu1u2

r
+ a

n

r
∂ξργ

= µ
[1
r
∂r(r∂ru2) + (α2 +

n2

r2
)∂2

ξ u2 − u2

r2
+

2n

r2
∂ξu1

]
,

∂t(ρu3) +
1
r
∂r(rρu1u3) +

n

r
∂ξ(ρu2u3) + α∂ξ(ρu2

3) + aα∂ξργ

= µ
[1
r
∂r(r∂ru3) + (α2 +

n2

r2
)∂2

ξ u3

]

(3.7)

in the sense of D′(R+ × R+ × [0, 2π]), and the weak limit (ρ,u) is obviously periodic in ξ of
period 2π. Here and in what follows, we denote by f(ρ) the weak limit of f(ρε) (in the sense of
distributions) as ε → 0.
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Moreover, by the similar arguments to those in the proof of Lemma 4.4 in [4], we find that
the weak limit (ρ,u) solves (3.7)1 in the sense of renormalized solutions, i.e.,

∂tb(ρ) +
1
r
∂r(rb(ρ)u1) + ∂ξ

[n

r
b(ρ)u2 + αb(ρ)u3

]

+
(
b′(ρ)ρ− b(ρ)

)[1
r
∂r(ru1) + ∂ξ

(n

r
u2 + αu3

)]
= 0 (3.8)

holds in D′((0, T )× Ω) for any b ∈ C1(R) satisfying |b′(z)z|+ |b(z)| ≤ C.
Thus, to show that the weak limit is indeed a finite energy 2π-periodic in-ξ weak solution of

(1.1)–(1.4), we need first to prove that ργ = ργ . To this end, we apply the same argument as the
one in the derivation of (3.3) to (3.4), taking into account that the Riesz operator (−∆̃)−1∂i∂j

(i, j = 1, 2) is bounded from Lp to Lp for any 1 < p < ∞, to deduce that

(ρε)θ(−∆̃)−1∂r

[
r∂ru

ε
1∂r(

φ

r
)
]

⇀ ρθ∂r

[
r∂ru1∂r(

φ

r
)
]
,

(ρε)θ(−∆̃)−1
{
∂2

ξ uε
1φ
′(r)

}
⇀ ρθ(−∆̃)−1

{
∂2

ξ uε
1φ
′(r)

}
,

(ρε)θ(−∆̃)−1∂2
rξ

[
uε

3∂rφ
]

⇀ ρθ(−∆̃)−1∂2
rξ

[
u3∂rφ

]
, (3.9)

(ρε)θ(−∆̃)−1∂ξ

[
r∂ru

ε
3∂r(

φ

r
)
]

⇀ ρθ(−∆̃)−1∂ξ

[
r∂ru

ε
3∂r(

φ

r
)
]
,

(ρε)θ(−∆̃)−1∂r

{wε
1

r
φ(r)

}
⇀ ρθ(−∆̃)−1∂r

{w1

r
φ(r)

}

(ρε)θuε ⇀ ρθu in L2(0, T ; , Lp
loc(Ω), ∀ p < γ/θ,

where φ ∈ C∞
0 (0,+∞), and we have used the fact that H1

loc(R2) ↪→ Lq
loc(R

2) for any 1 ≤ q < ∞.
Similarly we obtain that

(ρε)θ(−∆̃)−1∂r

{n

r
∂ξ(wε

2φ(r))
}

⇀ ρθ(−∆̃)−1∂r

{n

r
∂ξ(w2φ(r))

}

(ρε)θ(−∆̃)−1∂ξ

{n2

r2
∂2

ξ (φ(r)uε
3)

}
⇀ ρθ(−∆̃)−1∂ξ

{n2

r2
∂2

ξ (φ(r)u3)
}

in the sense of D′((0, T )× Ω) for all θ < γ/2.
From equations (2.15) and (2.17), we get

∂t(−∆̃)−1{ ˜div (φ(r)ρεuε)} ∈ L∞(0, T ; L1
loc(Ω)) + L2(0, T ;L2

loc(Ω)).

Therefore, by the classical Lions-Aubin Lemma, one obtains

(−∆̃)−1{ ˜div (φ(r)ρεuε)} → (−∆̃)−1{ ˜div (φ(r)ρu)} in Lq(0, T ;Lp
loc(Ω)) (3.10)

for any 1 < q < ∞, p < 2γ. Hence, (3.9) combined with (3.10) implies that

(ρε)θuε(−∆̃)−1{ ˜div (φ(r)ρεũε)} ⇀ ρθu(−∆̃)−1{ ˜div (φ(r)ρũ)},

(ρε)θ(−∆̃)−1{ ˜div (φ(r)ρεũε)} ⇀ ρθ(−∆̃)−1{ ˜div (φ(r)ρũ)},

weakly in Lq(0, T ;Lp
loc(Ω)) for any q < 2, p < 2γ

1+2θ ,

(3.11)

where we have used

(ρε)θ ⇀ ρθ weak-∗ in L∞(0, T ;Lγ/θ(Ω)) and

(ρε)θ ⇀ ρθ in C0([0, T ]; Lp
loc(Ω)− w) for any 1 < p ≤ γ/θ, 0 < θ < γ/2,

(3.12)
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which follows from the (2.26)-(2.27) and Appendix C of [12] (also cf. (3.4)2).
From (2.26) we can see that

(−∆̃)−1∂r

[
(ρε)γφ′(r)

]
⇀ (−∆̃)−1∂r

[
ργφ′(r)

]
in L(2γ−1)/γ(0, T ; W 1,(2γ−1)/γ(Ω)). (3.13)

On the other hand, the imbedding Lp
loc(Ω) ↪→↪→ W

−1,(2γ+1)/(γ−1)
loc (Ω), for any (4γ+2)/(4γ−1) <

p < min{2, γ/(γ − 1)}, together with (3.12) implies that

(ρε)θ → ρθ in C0([0, T ]; W−1,(2γ+1)/(γ−1)
loc (Ω)). (3.14)

Thus, from (3.13), (3.14) and Sobolev’s imbedding theorem (W 1,(2γ−1)/γ
loc ↪→ L

2(2γ−1)
loc ), it follows

that
(ρε)θ(−∆̃)−1∂r

[
(ρε)γ∂rφ

]
⇀ ρθ(−∆̃)−1∂r

[
ργ∂rφ

]
, (3.15)

weakly in L(2γ−1)/γ(0, T ; Lp
loc(Ω) with p = 2γ(2γ−1)

γ+2θ(2γ−1) (> 1 for θ < γ/2).

If we make use of (2.26), (2.29) and W
1,(β+θ)/β
loc ↪→ L

2(β+θ)/(β−θ)
loc , we find for any K ⊂⊂ Ω

and 0 < θ < min{γ − 1, γ/2} that

ελ‖(ρε)θ(−∆̃)−1∂r[(ρε)β∂rφ]‖L1((0,T )×K)

≤ Cελ‖(ρε)θ‖L2(β+θ)/(β+3θ)((0,T )×K)‖(−∆̃)−1∂r[(ρε)β∂rφ]‖w1,(β+θ)/β((0,T )×K)

≤ Cελ‖ρε‖θ
L2θ(β+θ)/(β+3θ)((0,T )×K)

‖(ρε)β‖L(β+θ)/β((0,T )×K)

≤ Cελθ/(β+θ)‖ρε‖θ
Lγ((0,T )×K)‖ελ/(β+θ)ρε‖β

Lβ+θ((0,T )×K)
and

ελ‖(ρε)θ+β‖L1((0,T )×K)

≤ Cελ(γ−1−θ)/(β+γ−1)‖ελ/(β+γ−1)ρε‖β+θ
Lβ+γ−1((0,T )×k)

→ 0, as ε → 0. (3.16)

From (3.1), (3.3), (3.4) and (3.5) we easily get

(−∆̃)−1∂r[rρε(uε
1)

2∂r(
φ

r
)] ⇀ (−∆̃)−1∂r[rρ(u1)2∂r(

φ

r
)], (3.17)

weakly in L2(0, T ; W 1,p
loc (Ω)) for all 1 < p < 2γ/(γ +1). So, by virtue of (3.12), (3.13), (3.16) and

Sobolev’s imbedding theorem, we obtain

(ρε)θ(−∆̃)−1∂r[rρε(uε
1)

2∂r(
φ

r
)] ⇀ ρθ(−∆̃)−1∂r[rρ(u1)2∂r(

φ

r
)], (3.18)

weakly in L2(0, T ;Lp
loc(Ω)) for any 1 < p < 2γ/(2θ + 1) (recall here that 2γ/(2θ + 1) > 1 for

θ < γ/2).
Analogously to (3.18), we can show that

(ρε)θ(−∆̃)−1∂ξ[rρεuε
1u

ε
3∂r(

φ

r
)] ⇀ ρθ(−∆̃)−1∂ξ[rρu1u3∂r(

φ

r
)],

(ρε)θ(−∆̃)−1∂r[ρε(uε
2)

2 φ(r)
r

] ⇀ ρθ(−∆̃)−1∂r[ρ(u2)2
φ(r)

r
] (3.19)

weakly in L2(0, T ;Lp
loc(Ω)) for any 1 < p < 2γ/(2θ + 1).
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Finally, we estimate the commutator in (2.28). Denote Rij = (−∆̃)−1∂i∂j (i, j = 1, 2). Let
ψ ∈ C∞

0 (R+×Ω) be a 2π−periodic function in the variable ξ, one has by symmetry of the Riesz
operator that

∫

R+×Ω
ψ(t, r, ξ)

{
(ρε)θRij(ρεũε

i ũ
ε
jφ(r))− (ρε)θũε · ∇̃(−∆̃)−1[ ˜div (ρεũεφ(r))]

}
drdξdt

=
∫

R+×Ω

{
φ(r)ρεũε

i ũ
ε
jRij((ρε)θψ(t, r, ξ))− ψ(ρε)θũε

iRij(φ(r)ρεũε
j)

}
drdξdt

=
∫

R+×Ω

{
ũε

i [φ(r)ρεũε
jRij(ψ(t, r, ξ)(ρε)θ)− ψ(t, r, ξ)(ρε)θRij(φ(r)ρεũε

j)]
}
drdξdt, (3.20)

where we have denoted ũε = (ũε
1, ũ

ε
2) = (uε

1, u
ε
3). Similarly we can show that

∫

R+×Ω
ψ(t, r, ξ)

{
(ρε)θ(−∆̃)−1∂ξ[ ˜div (

n

r
ρεuε

2ũ
εφ(r))]− n

r
(ρε)θuε

2∂ξ(−∆̃)−1[ ˜div (ρεũεφ(r))]
}
drdξdt

=
∫

R+×Ω

{n

r
φρεuε

2ũ
ε · ∇̃(−∆̃)−1(∂ξ(ρε)θψ)− n

r
ψ(ρε)θuε

2∂ξ(−∆̃)−1 ˜div (φρεũε)
}
drdξdt

=
∫

R+×Ω

{n

r
uε

2[φρεũε · ∇̃(−∆̃)−1(ψ(ρε)θ)− ψ(ρε)θ∂ξ(−∆̃)−1 ˜div (φρεũε)]
}
drdξdt. (3.21)

On the other hand, from Corollary 4.1 of [5], (3.4)2 and (3.11)2 one gets
[
φ(r)ρεũε

jRij(ψ(t, r, ξ)(ρε)θ)− ψ(t, r, ξ)(ρε)θRij(φ(r)ρεũε
j)

]

⇀
[
φ(r)ρũjRij(ψ(t, r, ξ)ρθ)− ψ(t, r, ξ)ρθRij(φ(r)ρũj)

]
,

[
φ(r)ρεũε · ∇̃(−∆̃)−1(ψ(ρε)θ)− ψ(ρε)θ∂ξ(−∆̃)−1 ˜div (φ(r)ρεũε)

]

⇀
[
φ(r)ρũ · ∇̃(−∆̃)−1(ψρθ)− ψρθ∂ξ(−∆̃)−1 ˜div (φ(r)ρũ)

]
(3.22)

for any 1 < s < 2γ/(γ + 2θ + 1) with θ < (γ − 1)/2. Since Ls
loc(Ω) ↪→↪→ H−1

loc(Ω), the weak
convergence in (3.22) is in fact strong convergence in C0([0, T ];H−1

loc(Ω)). Hence, combining
(3.20), (3.21) with (3.1) and (3.22), we arrive at

lim
ε→0

∫

R+×Ω

{
(ρε)θ(−∆̃)−1∂i[div (ρεũε

iu
εφ)]− (ρε)θuε · ∇(−∆̃)−1[ ˜div (ρεũεφ)]

}
ψdrdξdt

=
∫

R+×Ω

{
ρθ(−∆̃)−1∂i[div (ρũiuφ)]− ρθu · ∇(−∆̃)−1[ ˜div (ρũφ)]

}
ψdrdξdt. (3.23)

Now, taking ε → 0 in (2.28) and utilizing (3.9)-(3.19) and (3.23), we conclude

φ(r)(aρθ+γ − µQ) = ∂t{ρθ(−∆̃)−1 ˜div (φ(r)ρũ)}
+div {ρθ(−∆̃)−1 ˜div (φ(r)ρũ)u}+ (−∆̃)−1 ˜div (φ(r)ρũ)

{
θρθ

u1

r
+ (θ − 1)Q1 + (θ − 1)Q}

−ρθu · ∇{(−∆̃)−1 ˜div (φ(r)ρũ)}+ ρθ(−∆̃)−1∂i{div (ρũiu)}
−ρθ(−∆̃)−1

{
∂r

(
rρ(u1)2∂r[

φ

r
] +

φρ(u2)2

r
+ aργφ′(r)

)
+ α∂ξ

(
rρu1u3∂r(

φ

r
)
)}

−µρθ(−∆̃)−1
{
∂r[

n2

r2
∂2

ξ (φu1)] + α∂ξ(
n2

r2
∂2

ξ (φu3))
}

+µρθ(−∆̃)−1
{

∂r

(
r
∂u1

∂r
∂r(

φ

r
) + (

u1

r2
+

2n

r2

∂u2

∂ξ
)φ

)
+ α∂ξ

(
r∂ru3(

φ

r
)

+∂r(φ′(r)u3)
)
− α2∂2

ξ (φ′(r)u1)
}

(3.24)
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in the sense of distributions, where 0 < θ < (γ − 1)/2 and we have denoted by Q1 and Q the
weak limit of (ρε)θwε

1 and (ρε)θ ˜div ũε, respectively.
Since ρε is a renormalized solution of (2.14), approximating sθ by b ∈ C1(R) with |b(s)| ≤ C

and |b′(s)s| ≤ C, one finds by (2.24) that

∂t(ρε)θ +
1
r
∂r(r(ρε)θuε

1) +
n

r
∂ξ((ρε)θuε

2) + α∂ξ((ρε)θuε
3)

+(θ − 1)(ρε)θ
{1

r
∂r(ruε

1) +
n

r
∂ξu

ε
2 + α∂ξu

ε
3

}
= 0.

Thus, by applying (3.9) and (3.11) and letting ε → 0 in the above equation, we conclude

∂tρθ +
1
r
∂r(rρθu1) +

n

r
∂ξ(ρθu2) + α∂ξ(ρθu3)

+(θ − 1)Q1 + (θ − 1)Q = 0. (3.25)

Therefore, using (3.7) and (3.25), following the same procedure to the one used in [13, PP. 8-9],
we deduce that

φ(r)ρθ(aργ − µ d̃ivũ) = R.H.S of (3.24),

which combined with (3.24) gives

Lemma 3.1
φ(r)(aργ+θ − µQ) = φ(r)ρθ(aργ − µ d̃ivũ)

for all 0 < θ < γ−1
2 .

As a result of Lemma 3.1, one has

µφ(r)(Q− ρθ d̃ivũ)) = aφ(r)(ργ+θ − ργρθ). (3.26)

On the other hand, by convexity,

ργ ≤ ργ+θ
γ

γ+θ , ρθ ≤ ργ+θ
θ

γ+θ , (3.27)

which together with (3.25) yields

µφ(r)(Q− ρθ d̃ivũ) ≥ 0.

To exclude possible concentration on the axis r = 0, we will use the following estimate which
is a similar version of the important Lemma 3.2 in [9].

Lemma 3.2 Let 0 < θ < min{1/2, (γ − 1)/2} and 1
2(1− θ +

√
1 + 6θ + θ2) ≤ γ. Then,

ρθ − ρθ ∈ L2/θ(0, T ;L2/θ(R+ × (0, 2π)).

Proof By Lemma 3.1 we know that

a(ργ+θ − ργρθ) = µ(Q− ρθd̃ivũ) (3.28)

By virtue of convexity, ργ+θ ≥ ργ
γ+θ

γ , ργ ≥ ργ and ρθ ≥ ρθ. Hence

ργ+θ − ργρθ ≥ ργ
γ+θ

γ − ργρθ

= ργ(ργ
θ
γ − ρθ)

≥ ργ(ρθ − ρθ) ≥ 0. (3.29)
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On the other hand, it is easy to see that (ρε)θdivuε and ρθdivu are bounded in L2γ/(γ+2θ)(0, T ;
L2γ/(γ+2θ)

loc (Ω)), which implies that ργ(ρθ − ρθ) ∈ L2γ/(γ+2θ)(0, T ;L2γ/(γ+2θ)
loc (Ω)). Thus,

(ρθ − ρθ)2/θ = (ρθ − ρθ)
2γ

γ+2θ (ρθ − ρθ)
2
θ
− 2γ

γ+2θ

≤ C(ρθ − ρθ)
2γ

γ+2θ ρ
2− 2γθ

γ+2θ

≤ C(ρθ − ρθ)
2γ

γ+2θ (1 + ρ
2γ2

γ+2θ )

≤ C(1 + ργ + (ρθ − ρθ)
2γ

γ+2θ ρ
2γ2

γ+2θ ),

which completes the proof. ¤
Now, with Lemma 3.2 and the discussions similar to those in [9], we can prove that

ρε → ρ strongly in Lp
loc(R

+ × R+ × R) ∀ p < 2γ − 1. (3.30)

Thus, to show that (ρ,u) is a weak solution of (2.1)-(2.7), we would prove that (ρ,u) satisfies
(2.1)-(2.4) in the sense of distributions, i.e., it need to prove (2.9)-(2.12).

By using (2.26) and (2.33), we see that for any test function φ(r, ξ) ∈ C1
0 (Ω × [0, T ]) with

φ(t, 0, ξ) = ∂ξφ(t, 0, ξ) = 0, there holds for i = 1, 2, as h → 0,

∫ T

0

∫ h

0

∫ 2π

0
|∂ru

ε
iφr|rdtdrdξ → 0,

∫ T

0

∫ h

0

∫ 2π

0
|wε

i
r φξ|rdtdrdξ → 0,

∫ T

0

∫ h

0

∫ 2π

0
|∂ξu

ε
iφξ|rdtdrdξ → 0,

∫ T

0

∫ h

0

∫ 2π

0
|wε

i
r φ|rdtdrdξ → 0.

∫ T

0

∫ h

0

∫ 2π

0
|ρεuε

iu
ε
jφr|rdtdrdξ → 0,

∫ T

0

∫ h

0

∫ 2π

0
|ρεuε

iu
ε
j

φξ

r |rdtdrdξ → 0, j = 1, 2, 3.

(3.31)
If we employ (2.33) again, we easily infer

∫ t

0

∫ h

0

∫ 2π

0
{a(ρε)γ + ελ(ρε)β}φirdrdξdt ≤ Ch1/3 → 0, as h → 0.

where we denote that φ1 = φr and φ2 = φξ, therefore, utilizing (3.6) and (3.30), one gets
analogously to (3.31) that

∫ T

0

∫ ∞

ε

∫ 2π

0
{a(ρε)γ + ελ(ρε)β}φirdrdξdt →

∫ T

0

∫

R+

∫ 2π

0
aργφirdrdξdt, as ε → 0. (3.32)

Thus, by (3.30), (3.31), (3.32) we see that the equations (2.1)-(2.3) satisfied by ρ, ρu1, ρu2

respectively hold in the sense of distributions D′((0, T ) × Ω). Hence, it remains to show that
equation of (2.4) satisfied by ρu3 holds in the sense of distributions D′((0, T )× Ω).

To show this, we first notice that by (2.33) for any text function φ(t, r, ξ) ∈ C1([0, T ] × Ω)
with ∂rφ(t, 0, ξ) = ∂ξφ(t, 0, ξ) = 0, then as h → 0 we have

∫ T

0

∫ h

0

∫ 2π

0
|ρεuε

1u
ε
3φr|rdrdξdt → 0,

∫ T

0

∫ h

0

∫ 2π

0
|ρεuε

2u
ε
3

φξ

r |rdrdξdt → 0,
∫ T

0

∫ h

0

∫ 2π

0
|∂ru

ε
3φr|rdrdξdt → 0,

∫ T

0

∫ h

0

∫ 2π

0
(|∂ξu

ε
3φξ|+ |∂ξuε

3

r2 φξ|)rdrdξdt → 0.
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Thus we need only to deal with the term ρε(uε
3)

2, for this we shall use concentration compactness
arguments similar to those of Lions for the stationary isothermal case and the estimate (2.33)
to show no concentration on the axis r = 0.

To this end, notice that for any T > 0, ρε(uε
3)

2r is uniformly bounded with respect to ε in
L1((0, T )×R+ × [0, 2π]) by virtue of (2.12). Therefore, ρε(uε

3)
2rdrdξdt converges weakly in the

sense of measures(on (0, T )× R+
0 × R) to a bounded non-negative Radon measure ν(t, r, ξ):

ρε(uε
3)

2rdrdξdt ⇀ ν in the sense of measure. (3.34)

On the other hand, since ν is bounded, the set {(t, r, ξ)|ν({t, r, ξ}) > 0} is at most countable
(also see [2, p.13]). Hence, by the Lebesgue decomposition and the Radon-Nikodym theorem,
there is a f ∈ L1, an at most countable set J(possibly empty), distinct points {ti, ri, ξi}i∈J ∈
[0, T ]× R+

0 × [0, 2π] and positive constants {ci}i∈J , such that

ν = frdrdξdt +
∑

i∈J

ciδ(ti, ri, ξi),
∑

i∈J

ci < ∞. (3.35)

Moreover, by virtue of (3.5), we easily see that

f = ρ(u3)2, ri = 0. (3.36)

Thus, for any ϕ(t, r, ξ) ∈ C1
0 ([0, T ] × R+

0 × [0, 2π]) with ϕr(t, 0, ξ) = 0, test equation (2.4)
with rϕ in the weak form of (2.17) and make use of (3.1), (3.4) and (3.34)–(3.36) to deduce that
∫

R+×[0,2π]
ρu3ϕrdrdξ|t2t1 −

∫ t2

t1

∫

R+×[0,2π]

{
ρu3ϕt + ρu1u3ϕr + ρ

nu2

r
u3ϕξ + αρ(u3)2ϕξ

}
rdrdξdt

=
∫ t2

t1

∫

R+×[0,2π]

{
αa(ρ)γϕξ − µ∂ru3ϕr − µ

(n2

r2
∂ξu3ϕξ + α2∂ξu3ϕξ

)}
rdrdξdt

+
∑

i∈J

ciϕξ(ti, 0, ξ) (3.37)

for any 0 ≤ t1 ≤ t2 ≤ T.
Now, (3.37) and the fact that ϕξ(t, 0, ξ) = 0 show that ci = 0, or in the other words that

J = ∅. Thus, we prove that (ρ,u) is indeed a finite energy weak solutions of (2.1)-(2.7).

Proof of theorem 1.1: In order to complete the proof of Theorem 1.1 in the case of even n,
it remains to prove that (%,U) of the form (1.3) satisfies (1.1) in the sense of distributions.

Now, let φ = φ(x, t) be a C1 function such that, φ is a periodic function in x3 with period
2π
α , and for 0 ≤ t1 ≤ t ≤ t2, suppφ(x, t) is contained in a fixed compact set in R2 with respect
to x1, x2. Denote y1 = r cos (ξ+η)

2n , y2 = r sin (ξ+η)
2n , y3 = (ξ−η)

2α , and for 0 ≤ ξ ≤ 2π, let

ζ(t, r, ξ) =
1

2nα

n−1∑

k=0

∫ ξ

ξ−4π
φ(r cos

ξ + η + 4kπ

2n
, r sin

ξ + η + 4kπ

2n
,
ξ − η

2α
)dη.

Then, (2.9) with the test function ζ becomes
∫

Ω
ρζrdrdξ|t2t1 −

∫ t2

t1

∫

Ω
{ρζt + ρu1ζr + (

ρnu2

r
+ αρu3)ζξ}rdrdξdt = 0. (3.38)

Observe that for t fixed,
∫

Ω
ρζrdrdξ =

∫

R+

∫ 2π

0

∫ 2π/α

0
ρ(r, nθ + αz)φ(r, θ, z)rdrdθdz =

∫

R2

∫ 2π/α

0
%φ(x, t)dx.
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Similarly, one has

∫ t2

t1

∫

Ω
ρζtrdrdξ =

∫ t2

t1

∫

R2

∫ 2π/α

0
%φt(x, t)dtdx,

∫ t2

t1

∫

Ω
ρ(u1ζr + (

n

r
u2 + αu3)ζξ)rdrdξ =

∫ t2

t1

∫

R+

∫ 2π

0

∫ 2π/α

0
{(ρu1)(r, nθ + αz, t)φr(r cos θ, r sin θ, z)

+
(ρu2)

r
(r, nθ + αz, t)φθ(r cos θ, r sin θ, z) + (ρu3)(r, nθ + αz, t)φz(r cos θ, r sin θ, z)}rdrdθdξ

=
∫

R2

∫ 2π/α

0
(%U1φx1 + %U2φx2 + %U3φx3)dx =

∫

R2

∫ 2π/α

0
%U · ∇xφdx. (3.39)

Substituting the above identities into (3.38), we see that the first equation in (1.1) for % is
satisfied in the sense of distributions.

Now, let φ be the same as above and define

ζ1(t, r, ξ) =
1

2nα

n−1∑

k=0

∫ ξ

ξ−4π
cos

ξ + η + 4kπ

2n
φ(r cos

ξ + η + 4kπ

2n
, r sin

ξ + η + 4kπ

2n
,
ξ − η

2α
)dη

and

ζ2(t, r, ξ) =
1

2nα

n−1∑

k=0

∫ ξ

ξ−4π
sin

ξ + η + 4kπ

2n
φ(r cos

ξ + η + 4kπ

2n
, r sin

ξ + η + 4kπ

2n
,
ξ − η

2α
)dη.

Recalling that φ(x) is periodic in x3 of period 2π/α, one easily sees that ∂ξζ
1(t, 0, ξ) =

∂ξζ
2(t, 0, ξ) = 0. Moreover, for even n, ζ1(t, 0, ξ) = ζ2(t, 0, ξ) = 0 by a straightforward calcula-

tion. Thus, we apply (2.10) and (2.11) with ζ1 and ζ2 respectively, to arrive that
∫

Ω
ρu1ζ

1rdrdξ|t2t1 −
∫ t2

t1

∫

Ω
{ρu1ζ

1
t + ρu1(u1ζ

1
r + (

nu2

r
+ u3)ζ1

ξ )}rdrdξdt =

∫ t2

t1

∫

Ω
{aργ(ζ1

r +
ζ1

r
) +

ρu2
2

r
ζ1 − µ(∂ru1ζ

1
r + (

w2

r
+ α2∂ξu1)ζ1

ξ +
w1

r
ζ1)}rdrdξdt, (3.40)

and
∫

Ω
ρu2ζ

2rdrdξ|t2t1 −
∫ t2

t1

∫

Ω
{ρu2ζ

2
t + ρu2(u1ζ

2
r + (

nu2

r
+ u3)ζ2

ξ )}rdrdξdt =

∫ t2

t1

∫

Ω
{aργζ2

ξ −
ρu1u2

r
ζ2 − µ(∂ru2ζ

2
r + (

w1

r
+ α2∂ξu2)ζ2

ξ −
w2

r
ζ2)}rdrdξdt. (3.41)

For fixed t,

∫

Ω
(ρu1ζ

1 − ρu2ζ2)rdrdξ =
∫ ∞

0

∫ 2π

0

∫ 2π/α

0
ρ(u1cosθ − u2 sin θ)rdrdθdz

=
∫

R2

∫ 2π/α

0
%U1φ(x, t)dx.
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and similarly, ∫ t2

t1

∫

Ω
ρ(u1ζ

1
t − u2ζ

2
t )rdrdξ =

∫

R2

∫ 2π/α

0
%U1φt(t,x)dtdx.

As in (3.39), we have by a straightforward calculation that
∫ t2

t1

{ρu1(u1ζ
1
r + (

nu2

r
+ u3)ζ1

ξ )− ρu2(u1ζ
2
r + (

nu2

r
+ u3)ζ2

ξ )− ρu2
2

r
ζ1 − ρu1u2

r
ζ2}rdrdξdt

=
∫

R2

∫ 2π/α

0
%U1U · ∇xφ(t,x)dtdx.

To deal with the last two terms in (3.40) and (3.41), noticing that
∫ t2

t1

∫

Ω
{a(ρ)γ(ζ1

r +
ζ1

r
)}rdrdξdt =

∫ t2

t1

∫

Ω

a(ρ)γ

r
(rζ1)rdrdξdt (3.42)

=
∫ t2

t1

∫ 2π

0

∫ 2π
α

0
a(ρ(t, r, nθ + αz))γ cos θφrrdtdrdθdz,

we obtain
∫ t2

t1

∫

Ω
a(ρ)γ{(ζ1

r +
ζ1

r
)− nζ2

ξ

r
}rdrdξdt =

∫

R2

∫ 2π/α

0
a%γφx1(t,x)dtdx.

Applying (3.42) again, we may write that
∫ t2

t1

∫

Ω
{(∂ru1ζ

1r + (
w2

r
+ α2∂ξu1)ζ1

ξ +
w1

r
ζ1)− (∂ru2ζ

2
r + (

w1

r
+ α2∂ξu2)ζ2

ξ −
w2

r
ζ2)}rdrdξdt

=
∫ t2

t1

∫

R2

∫ 2π/α

0
∇xU1 · ∇xφ(t,x)dtdx.

Finally, putting all the above related identities together, we find that %U1 satisfies the second
equation in (1.1) in the sense of distributions.

If we use ζ2 in (2.10) and ζ1 in (2.11) and add these two equations together, then we can
show that %U2 satisfies the third equation in (1.1) in the sense of distributions. In the same
manner, the last equation can be handled by applying ζ to (2.12) directly. We should point out
here that for even n, the test function ζ satisfies ∂rζ(t, 0, ξ) = 0 which is used in the derivation
of the last equation of (1.1). Therefore, we see that (%,U) in the form of (1.3) satisfies (1.1) in
the sense of distributions.

Finally, for T,L, h > 0, let ϕ ∈ C1
0 (R3), χh ∈ C∞

0 (R) satisfy ϕ(t, r, ξ) = 1 when (t, r, ξ) ∈
[0, T ] × [0, 1] × [−L, L], χh(r) = 0 when 0 ≤ r ≤ h and χh(r) = 1 when r ≥ 2h. Then, taking
φ = r1+βϕ(t, r, ξ)χh(r) (β > 0) in (2.32), we obtain (1.8) by the same arguments as used for
(2.33). This completes the proof of Theorem 1.1.

4 Existence of the approximate solutions

In this section we prove the existence of solutions of (2.14)–(2.20) by adapting the ideas in [13,
Theorem 7.2] and [4, 9, 11].
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The approximate solutions will be constructed by means of a three-level approximate scheme
based on a modified system of (2.14)–(2.20)

∂tρ +
1
r
∂r(rρu1) +

n

r
∂ξ(ρu2) + α∂ξ(ρu3) = δ

(1
r
∂r(r∂rρ) + ∂2

ξ ρ
)
, (4.1)

∂t(ρu1) +
1
r
∂r(rρ(u1)2) +

n

r
∂ξ(ρu1u2) + α∂ξ(ρu1u3)− ρ(u2)2

r
+ δ(∂ru1∂rρ + ∂ξu1∂ξρ)

+a∂r(ρ)γ + ελ∂r(ρ)β = µ
(1

r
∂r(r∂ru1) + (α2 +

n2

r2
)∂2

ξ u1 − u1

r2
− 2n

r2
∂ξu2

)
(4.2)

∂t(ρu2) +
1
r
∂r(rρu1u2) +

n

r
∂ξ(ρ(u2)2) + α∂ξ(ρu2u3) +

ρu1u2

r
+ δ(∂ru2∂rρ + ∂ξu2∂ξρ)

+
n

r
∂ξ(a(ρ)γ + ελ(ρ)β) = µ

(1
r
∂r(r∂ru2) + (α2 +

n2

r2
)∂2

ξ u2 − u2

r2
+

2n

r2
∂ξu1

)
(4.3)

∂t(ρu3) +
1
r
∂r(rρu1u3) +

n

r
∂ξ(ρu2u3) + α∂ξ(ρ(u3)2) + α∂ξ

(
a(ρ)γ + ελ(ρ)β

)

+δ(∂ru3∂rρ + ∂ξu3∂ξρ) = µ
(1

r
∂r(r∂ru3) + (α2 +

n2

r2
)∂2

ξ u3

)
, (4.4)

where ε, δ, β, λ > 0 are constants, ε and δ are small.
We will solve the problem (4.1)–(4.4) in the square domain ΩR := (ε, R) × R in the first

step, then the second step we let the artificial viscosity δ go to zero to obtain a solution of
(2.14)–(2.20) on the domain ΩR, and in the final step three, we prove the existence of solutions
to (2.14)–(2.20) by passing to the limit R →∞. In the following of this section we denote that
CR := (ε, R)× [0, 2π].

Step 1. The first level approximate solutions. We consider the system (4.1)–(4.4) in ΩR :=
(ε, R)× R, together with initial and boundary conditions:

ρ(0, r, ξ) = ρ0, ρu(0, r, ξ) = m0, (r, ξ) ∈ ΩR, (4.5)
∂rρ = u1 = u2 = ∂ru3 = 0, on {ε, R} × R, (4.6)
ρ(t, r, ξ) and u(t, r, ξ) are periodic in ξ of periodic 2π. (4.7)

We obtain in this step that

Lemma 4.1 Let β > max{4, γ}. Assume that (ρ0,m0) is periodic in ξ with period 2π, and
ρ0 ∈ Lγ(CR) ∩ Lβ(CR) ∩ L∞(CR), infCR

ρ0 > 0 and m0/
√

ρ0 ∈ L2(CR). Then there exists a
global weak solution (ρ,u) of (4.1)–(4.7) with ρ ≥ 0 a.e., such that ρ ∈ Lβ+1(CR) and

sup
t∈[0,T ]

(‖ρ(t)‖Lγ(CR) + ελ‖ρ(t)‖Lβ(CR) + ‖(√ρu)(t)‖L2(CR))

∫ T

0
(‖u‖L2(CR)2 + ‖∇u‖2

L2(CR))(t)dt ≤ C, (4.8)

δ

∫ T

0
‖∇ρ(t)‖2

L2(CR) ≤ C, (4.9)

where the constant C does not depend on δ but on ε, R, β, ρ0 and m0. Moreover, the energy
inequality

d

dt

∫

CR

(ρ|u|2
2

+
a

γ − 1
ργ +

ελ

β − 1
ρβ

)
(t)rdrdξ + µ

∫

CR

{
|∂ru|2 + α2|∂ξu|2 +

n2

r2
|∂ξu3|2

+
(u1

r
+

n

r
∂ξu2

)2 +
(u2

r
− n

r
∂ξu1

)2
}

rdrdξ ≤ 0 (4.10)

holds in D′(0, T ).
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Proof In fact, if we multiply (4.2), (4.3), (4.4) by ru1, ru2, ru3 respectively and integrating
the resulting equation, then integrating by parts, using the equation (4.1) and the boundary
condition (4.7), we obtain (4.10). Thus, (4.8) follows from (4.10) and the (generalized) Poincaré
inequality.

Following the same procedure as in the proof of Proposition 4.1 in [3] and the proposition
in [4], we can obtain the existence of weak solutions to (4.1)–(4.7)and the estimate (4.9) by
solving the equation (4.1) directly, then solving the equations (4.2)–(4.4) by a Faedo-Galerkin
approximate (cf. [14] for the incompressible case). The proof of Lemma 4.1 is completed. ¤

Step 2. The vanishing artificial viscosity limit. In this step we let the artificial viscosity δ
in (4.1)–(4.4) go to zero, accordingly, we obtain the weak solutions to (2.1)-(2.4) in the domain
ΩR with initial and boundary conditions:

ρ(0, r, ξ) = ρ0, ρu(0, r, ξ) = u0, (r, ξ) ∈ ΩR,

u1 = u2 = ∂ru3 = 0, on {ε, R} × R, (4.11)
ρ(t, r, ξ) and u(t, r, ξ) are periodic in ξ of period 2π.

Then, we have:

Lemma 4.2 Let β > max{4, γ}. Assume that (ρ0,m0) is periodic in ξ with period 2π, and
ρ0 ∈ Lγ(CR) ∩ Lβ(CR), ρ0 ≥ 0 a.e., and m0/

√
ρ0 ∈ L2(CR). Then there exists a global weak

solution (ρ,u) of (2.1)-(2.4), (4.11) with ρ ≥ 0 a.e., such that for any T > 0, holds that

sup
0≤t≤T

∫

CR

(
ρ|u|2

2
+

a

γ − 1
ργ +

ελ

β − 1
ρβ)(t)rdrdξ + µ

∫ T

0

∫

CR

{
|∂ru|2 + α2|∂ξu|2

+
n2

r2
|∂ξu3|2 + (

u1

r
+

n

r
∂ξu2)2 + (

u2

r
− n

r
∂ξu1)2

}
rdrdξ ≤ ER(ρ0,m0), (4.12)

where

ER(ρ0,m0) :=
∫

CR

( |m0|2
2ρ0

+
a

γ − 1
(ρ0)γ +

ελ

β − 1
ρβ
0

)
rdrdξ.

Proof Let ρδ
0 be a smooth function sequence satisfying

0 < C1(δ) ≤ ρδ
0 ≤ C2(δ),

∇ρδ
0 · n|∂ΩR

= 0, on {ε, R} × R,

ρδ
0(r, ξ) is periodic in ξ of period 2π,

ρδ
0 → ρ0 in Lγ(CR) ∩ Lβ(CR) as δ → 0.

Take χδ
1 ∈ C∞

0 (R) such that χδ
1(r) = 1 when ε + 2δ ≤ r ≤ R− 2δ, and χδ

1(r) = 0 when r ≤ ε + δ
or r ≥ R− δ. Then we set

mδ
0(r, ξ) := χδ

1(r)×





[(m0/
√

ρ0) ∗ jδ]
√

ρδ
0, if ρ0(x) > 0,

0, if ρ0(x) = 0.

Denote by (ρδ,uδ) the solution of (4.1)–(4.7) with the initial data (ρδ
0,m

δ
0) obtained in

Lemma 4.1. We first observe that as δ → 0,

δ(∂r(r∂rρ
δ) + r∂2

ξ ρδ) → 0 in L2(0, T ; H−1(CR)),

δ(∂ru
δ
j∂rρ

δ + ∂ξu
δ
j∂ξρ

δ) → 0 in L1((0, T )× CR), j = 1, 2, 3,

(4.13)
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which follows directly from (4.8) and (4.9). In the same manner as in the derivation of (2.29)
(with φ(r) ≡ 1) we get

∫ T

0

∫

ΩR

{(ρδ)γ+θ + ελ(ρδ)β+θ}rdrdξdt ≤ C, θ = γ − 1, (4.14)

where C is a positive constant independent of δ.
The estimates (4.8) and (4.9) imply that (ρδ,uδ) ⇀ (ρ,u) weakly or weak-∗. Then, using

the fact (4.13) and the estimates (4.8), (4.9) and (4.14), by the same arguments as in Section 3
to prove the precompactness that the weak limit (ρ,u) just obtained is indeed a weak solution of
(2.14)–(2.17), (4.11) on [0,∞)× ΩR. And the estimate (4.12) follows from the equation (4.10),
the lower semicontinuity of weak convergence and the convergence of the (ρδ

0,u
δ
0).

Step 3. Passing the limit as R → +∞. In this step, we let R → +∞ in (2.14)–(2.17), (4.11) to
obtain the solution of (2.14)–(2.20). The main result we obtain in this step is the following:

Theorem 4.3 Let β > max{4, γ}, and denote G̃ε := [ε,∞) × R and Gε := [ε,∞) × [0, 2π].
Suppose that (ρ0,m0) is periodic in ξ with period 2π, and ρ0 ∈ Lγ(Gε)∩Lβ(Gε)∩L1(Gε), ρ0 ≥ 0
a.e., and m0/

√
ρ0 ∈ L2(Gε). Then there exists a global weak solution (ρ,u) of (2.14)–(2.20) in

G̃ε with initial data (ρε
0,m

ε
0) replaced by (ρ0,u0), such that ρ ≥ 0 a.e., and for any T > 0 there

hold

sup
0≤t≤T

∫

Gε

(
ρ|u|2

2
+

a

γ − 1
ργ +

ελ

β − 1
ρβ)(t)rdrdξ + µ

∫ T

0

∫

Gε

{
|∂ru|2 + α2|∂ξu|2

+
n2

r2
|∂ξu3|2 + (

u1

r
+

n

r
∂ξu2)2 + (

u2

r
− n

r
∂ξu1)2

}
rdrdξ ≤ ER(ρ0,m0), (4.15)

sup
t∈[0,T ]

∫

Gε

ρ(t, r, ξ)rdrdξ ≤
∫

Gε

ρ0(r, ξ)rdrdξ, (4.16)

where

Eε(ρ0,m0) :=
∫

Gε

( |m0|2
2ρ0

+
a

γ − 1
ργ
0 +

ελ

β − 1
ρβ
0

)
rdrdξ.

Proof To prove the theorem, we first approximate the initial data (ρ0,u0) as follows:

ρR
0 (r, ξ) := ρ0(r, ξ), mR

0 (r, ξ) := m0(r, ξ)χR
1 (r),

where χR
1 ∈ C∞

0 (R) satisfying χR
1 (r) = 1 when ε + 1/R ≤ r ≤ R − 1, and χR

1 (r) = 0 when
r ≤ ε + 1/(2R) or r ≥ R− 1/2. Then, it is easy to see that as R → +∞,

ρR
0 → ρ0 in Lγ(Gε) ∩ Lβ(Gε) ∩ L1(Gε),

mR
0 /

√
ρR
0 →m0/

√
ρ0 in L2(Gε). (4.17)

If we denote (ρR,uR) the solution of (2.14)–(2.17), (4.11) with the initial data (ρR
0 ,uR

0 )
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obtained in Lemma 4.2, then extend (ρR,uR) to the domain (ε,∞)× R in the following way

ρ̃R(t, r, ξ) :=





ρR(t, r, ξ), (r, ξ) ∈ Ω̄R,

0, otherwise,

ũR(t, r, ξ) :=





uR(t, r, ξ), (r, ξ) ∈ Ω̄R,

uR(t, r, R), ε < r < R, ξ ≥ R,

uR(t, r,−R), ε < r < R, −ξ ≥ R,

uR(t, R, z), r ≥ R, |ξ| < R,

0, otherwise.

Then, by the estimate (4.12) and the relation (4.17) as well as the arguments in Lions’ book [13,
P.43], we obtain that ûR ∈ L2(0, T ;H1

loc(Ḡε) and

‖ρ̂R‖L∞(0,T ;Lγ(Gε)∩Lβ(Gε)) + ‖(
√

ρ̂RûR)‖L∞(0,T ;L2(Gε)) + ‖ûR‖L2(0,T ;H1
loc(Gε)) ≤ C

with C being independent of R. Hence, if we let R →∞, we get

ρ̂R ⇀ ρ weakl-∗ in L∞(0, T ;Lγ(Gε) ∩ Lβ(Gε)),
ûR ⇀ u weakly in L2(0, T ;H1

loc(Gε)).

On the other hand, using the estimate (4.12) again, by the same arguments to derive the
estimate (2.29) (with φ(r) ≡ 1), we can deduce that there exists a constant C which independent
of R such that for all R large enough,

∫ T

0

∫

K
{(ρR)γ+θ + ελ(ρR)β+θ}rdrdξ ≤ C, θ = γ − 1, (4.18)

for any compact set K ⊂ R+ × R.
To complete the proof of the theorem, we take into account that in any compact set of G̃ε,

for R large enough, there holds (ρ̂R, ûR) = (ρR,uR), thus by the same proof of Lemma 2.3 in
[4], we find that (ρ̂R, ûR) satisfies (3.8) in D′((0, T )×Gε) with (ρ,u) replaced by (ρ̂R, ûR). Then
using estimates (4.12) and (4.18), following the same procedure as in the proof of precompactness
in Section 3, we see the weak limit (ρ,u) of (ρ̂R, ûR) by taking R → 0 in (2.14)–(2.17), (4.11)
is indeed a weak solution of (2.14)–(2.20). Moreover, by the lower semicontinuity of weak
convergence, estimates (4.12) and (4.17), we see that for any l > 0, there holds

sup
0≤t≤T

∫

Ωl

(ρ|u|2
2

+
a

γ − 1
ργ +

ελ

β − 1
ρβ

)
(t)rdrdξ + µ

∫ T

0

∫

Ωl

{
|∂ru|2 + α2|∂ξu|2

+
n2

r2
|∂ξu3|2 + (

u1

r
+

n

r
∂ξu2)2 + (

u2

r
− n

r
∂ξu1)2

}
rdrdξ ≤ lim inf

R→∞
ER(ρR

0 ,mR
0 )

≤
∫

Gε

( |m0|2
2ρ0

+
a

γ − 1
ργ
0 +

ελ

β − 1
ρβ
0

)
rdrdξ,

where Ωl := (ε, l)× [0, 2π]. Hence, (4.15) holds by Fatou’s Lemma.
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Finally, if we apply the Lemma C.1 of [12, Appendix C] and equation (2.14), we observe
that ρ ∈ C0([0, T ];Lγ

loc −w). Thus, if we integrate (2.14) over (0, t)×ΩR and take into account
the boundary condition (4.11), we infer that

sup
t∈[0,T ]

∫

ΩR

ρRrdrdξ = sup
t∈[0,T ]

∫

ΩR

ρRrdrdξ ≤
∫

ΩR

ρR
0 rdrdξ ≤

∫

Gε

ρ0rdrdξ.

Consequently, with the help of (4.17) one has that for any l > 0

sup
t∈[0,T ]

∫

Ωl

ρ(t, r, ξ)rdrdξ ≤ lim inf
R→∞

∫

ΩR

ρRrdrdξ ≤
∫

Gε

ρ0rdrdξ,

which yields (4.16). Thus the proof of Theorem 4.3 is completed. ¤
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viscous compressible flow driven by a time-periodic external force, Arch. Rat. Mech. Anal.
149 (1999), 69-96.
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