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1 Introduction

In this paper we study the spectral and nonlinear stability of strong detonations in the
two most commonly studied inviscid models of combustion, the ZND (finite reaction rate)
and Chapman-Jouguet (instantaneous reaction) models. The rigorous study of spectral
stability for ZND detonations was begun by J.J. Erpenbeck in [E1]. He used a normal
mode analysis to define a stability function V' (\,7), whose zeros in R\ > 0 correspond
to multidimensional perturbations of a steady profile that grow exponentially with time.
The profile in the reaction zone, x < 0, is given by a nonconstant function, say w(x), of
distance from the front, so it is impossible to give an exact, explicit formula for V(A,n) from
which the unstable zeros, if they exist, can be determined easily. Numerical computations
(e.g., [LS, Sh, SS]) have shown that unstable zeros usually do exist for perturbations in the
medium frequency range (po < |\, 17| < R). In a remarkable paper Erpenbeck [E5] was able
to show that for large classes of steady ZND profiles, unstable zeros always exist in the
high frequency regime, that is, for |\,n| > R for R arbitrarily large. We shall refer to this
result as Erpenbeck’s Instability Theorem. An easily computable (by hand) necessary and
sufficient condition for the existence of zeros in the low frequency range was given in [JLW];
this criterion implies, for example, that for ideal polytropic gases there are no unstable zeros
in the range 0 < |\, n| < po for py > 0 sufficiently small.

A striking feature of the Instability Theorem, explained further below, is that V(\,n)
may have unstable high frequency zeros even when the von Neumann shock, considered as
a purely gas dynamical shock, is uniformly stable in the sense of Majda [Mal].

The goal of this paper is two-fold. First, we revisit the argument of [E5] with the object
of simplifying and completing some of the analysis in the proof of the Instability Theo-
rem. The main results of this sort are in section 5. Second, we begin a rigorous study
of the implications for nonlinear stability of the spectral instabilities just described. We
show in sections 6 and 7 that in spite of the existence of unstable zeros of V(A,n), one can
prove the finite time existence of curved, nonsteady, multidimensional detonation fronts for
ideal polytropic gases (and for other cases satisfying the spectral stability conditions (7.8),
(7.75)) in both the ZND and Chapman-Jouguet models. More precisely, given a steady
planar ZND profile w(x) discontinuous at = 0 and an arbitrarily large but finite time Tj,
for sufficiently small multidimensional perturbations of w(z) at ¢t = 0 satisfying appropriate
corner compatibility conditions, an exact nonsteady solution of the ZND equations, which
is discontinuous across a curved front, exists on the time interval [0, Tp]. There is a similar
result for Chapman-Jouguet fronts. In both cases there is ample time for the disturbance,
which travels at finite speed, to move far into the (formerly) steady reaction and quies-
cent zones. A similar argument [Cos] yields a short-time existence result for larger initial
perturbations whose size does not depend on a prescribed Tj.

An interesting and perhaps surprising conclusion to be drawn from our existence proof is
that unstable zeros of V (A, n) in the medium frequency range are irrelevant to the question
of finite time existence of slightly curved detonation fronts. It is only the high frequency
behavior that is important. But why, then, don’t the high frequency zeros identified by
the Instability Theorem of [E5] rule out such a nonlinear stability result? The answer is
provided by the combination of Theorems 5.1 and 7.2. To explain this we introduce polar



coordinates
(L1 (\m) =p(A), where (A7) € 8% == {(\,n) € Cx R"1: |\, 5| = 1,RA > 0}

where d is the number of space dimensions. In section 4.6 we introduce Aznp(A,7) (4.60),
a Majda-type determinant [Mal] defined by linearizing the ZND equations at the piecewise
constant von Neumann state, and then throwing away the zero-order reaction forcing term
but keeping the first-order part of the reaction equation (Definition 4.60). Theorem 5.1
implies that

(1.2) lim L) _ Aznp(A, 7)) for RA > 0,
p—00 P

and, furthermore, for any fixed ¢ > 0 the convergence is uniform on 5‘1 N {§R5\ > c}.
Theorem 7.2 shows that the question of finite time existence of slightly perturbed planar
fronts is governed by the determinant Azxp. Since Azynp is defined by linearization about
a piecewise constant object, it is easily computable by hand. In section 6 we give necessary
and sufficient conditions for Azyp to have zeros in gi, after showing that it turns out to
be a nonvanishing multiple of the Majda determinant corresponding to the von Neumann
shock, (w(07),w(0T)), considered as a purely gas dynamical shock (that is, as a step shock
in a nonreactive gas have the same equation of state as the unburnt gas). For ideal polytropic
gases these conditions imply

(1.3) |Aznp(A )] > 6 on % for some 6 > 0.

In Theorem 7.7 we show that (1.3) is sufficient to imply the L? estimate (7.42) for the ZND
equations linearized about a slightly perturbed state (in fact, it is also a necessary condition
for (7.42) to hold). This estimate is strong enough to carry out the rest of the nonlinear
stability argument in section 7.

The previous paragraph explains why only the high frequency behavior of V(A7) is
important for the nonlinear stability question being studied here; but how do we reconcile
(1.3) with (1.2) and the vanishing of V(p(), 7)), demonstrated by the Instability Theorem,
for certain choices of (5\, 7, p) with R\ > 0 and p arbitrarily large? There is no contradiction
because in (1.2) we claim that the convergence is uniform only on gi N{RA > ¢} for any
fixed ¢ > 0; the Instability Theorem demonstrates that the convergence fails to be uniform
on gi N {3%5\ > 0}. The unstable zeros (S\n, in, Pn) found by Erpenbeck have the property
that

(1.4) R\, | 0 as p, — .
When (1.3) holds, one can regard the zeros (S\n, in, Pn) as arising solely from the reactive
nature of the gas. Thus, when (1.3) holds, these high frequency zeros are also irrelevant to
our particular nonlinear stability question. X

On the other hand when Aznp(Ag, 7o) = 0 for some RAg > 0 and 7jy such that

(1.5) A — Aznp(A, 7o) is not identically 0,



then we can use Rouché’s Theorem by virtue of analyticity in )\ to conclude from the uniform
limit (1.2) that for p sufficiently large V(p(\,7)) has zeros near (Ao, 7). In this case we
cannot prove nonlinear stability as in Theorem 7.2 and we expect it to fail. The L? estimate
(7.42), for example, is known to fail in this case. As observed in [Z1], Lemma 3.2, one can
verify a condition like (1.5) using homogeneity of Aznp provided that one-dimensional
stability holds:

(1.6) Aznp(1,0) # 0.

Observe that (1.3) and the uniform convergence in (1.2) imply:
(1.7) for RA > ¢, there exists R(c) such that V(p(X, 7)) # 0 when p > R(c).

In fact the proof of (1.2) shows

(1.8) R(c) = O (i) .
A limit of the form (1.2) was proved in [E5]|, but with the determinant Azyp replaced
by a stability function for nonreactive step shocks, L1 (X, 7), whose definition [E2] is not
obviously equivalent to Azyp. The question of uniformity of the limit was not addressed
in [E5], so it was not possible there to deduce (1.7) or (1.8) from nonvanishing of L;. The
proof of (1.2) uses the Tracking Lemma ([Z1], Cor. 8.25) and is simpler than corresponding
arguments in [E5|; for example, there is no need to construct approximate solutions or
to consider separately different profile types such as those denoted D, I, and M in [E5].
However, the hardest step in the proof of the Instability Theorem is to study the behavior
of V near R\ = 0, and we have not found a way to simplify that part of the argument of
[E5].

The importance of having determinant formulations for stability functions like Aznp
(4.60) and Acy (4.23) became quite clear with the work of Kreiss [K] for hyperbolic fixed
boundary problems and Majda [Mal, Ma2] for free boundary problems. These formulations
are similar to the classical Lopatinski determinants defined earlier for elliptic boundary prob-
lems. Roughly speaking, such determinants are nonvanishing when the decaying eigenspace
of the Fourier-Laplace transformed interior linearized problem (e.g., (4.57)) has trivial in-
tersection with the kernel of the boundary operator. In the hyperbolic setting nonvanishing
of such determinants on Fiv together with the block structure condition [K, Mal, Met2],
are precisely the conditions needed to construct Kreiss symmetrizers, which then yield L?
estimates like (7.42). The Majda determinant for the von Neumann shock, considered as
a nonreactive shock, can be shown to be a nonvanishing multiple of Erpenbeck’s Ll(j\, n);
the argument is similar to the proof of Proposition 4.7.

It is also valuable to have an alternative formulation of Erpenbeck’s ZND stability
function V' (\,n) as a Lopatinski-type determinant or Evans function; in section (4.4) we
define the Evans function Dzyp(A,n) (4.37) globally on

(1.9) {p(\, ) : (A, p) € 5% x (0,00)},

show that it is C* in S% x (0, 00) with a continuous extension to gi x (0,00) (Cor. 4.4),
and show that Dzxnp is a nonvanishing multiple of V' (Prop. 4.9). A definition of Dznp



as a C*° function on Si x (0, po] for pp small, together with a proof of the continuous

extendability to gi x [0, po] was given in [JLW]. When p is small, the real parts of the
eigenvalues of the lower right “reaction block” in G(w_, A\, n) (4.25) are strictly greater than
and bounded away from the real parts of the eigenvalues of the upper left “gas dynamical”
block. This is no longer true for p large, where one has crossing of $u; for eigenvalues p;
associated to different blocks. Since this crossing can happen when RA = 0, some care is
needed in order to obtain a continuous extension of Dznp (or V') to R > 0 when p is large
(Prop. 4.3).

Each of the two formulations of the ZND stability function, Dzyp (4.37) and V (4.54)
has its advantages. The determinant form leads more directly to L? estimates as indicated
above, while Erpenbeck’s form is better from the point of view of numerical computations.
In proving the connection between Dzyp and V' we give a third formulation, Dzyp (4.48),
which is similar to V' but even better for numerical computations (see [HZ]). This form
is also the most convenient for proving the high frequency limit (1.2). The simpler form
of Dyznp arises from the use of the “good unknown” w? (4.6) introduced in [JLW], which
eliminates the forcing terms depending on the front in the interior linearized ZND equations
(compare (4.7) and (4.5)).

Section (5.2) is included in order to complete an argument in the proof of the Instability
Theorem of [E5]. The interior linearized ZND equations can be written as the first order
system of ODEs (4.13) depending on parameters (A, 7)

(1.10) dpw? = G(w(x), \,n)w?” in £z >0.

The proof of the Instability Theorem of [E5], like that of the high frequency limit (1.2), is
based on understanding the behavior as p — oo of the unique (up to constant multiple)
solution O(x, A\,n) (5.16) of the transposed system

(1.11) 0.0 = —G(w(z),\,1)0

that decays to zero as *+ — —oo when RA > 0. Erpenbeck’s argument, roughly rephrased
in our notation, is based on constructing an approximate WKB-type solution 6, (z, p(j\, 7))
to (1.11) that stays close as p — oo to the exact solution 6(xz, p(\, 7)) for all z < 0, except
for a finite set of “turning points” x;f(j\,ﬁ,p) < 0,5 =1,...,N, where x] represents the
leftmost point. A preliminary step, whose purpose is to replace (—oo,0] with a bounded
interval [z5(\, 7, p), 0], where z}} < %, is carried out at the beginning of section III of [E5].
The idea is to choose |z| large enough so that 6(x, \,7) remains “close” (see (1.15)), on
the interval

(1.12) (=00, z5(A, 1, )],

to a decaying solution 0y (x, \,n) of the constant-coefficient limiting problem obtained from
(1.11) by letting  — —oc:

(1.13) 0.0 = —GH(w_, \,n)0r.

Friedrichs’s method of the parameter problem is then applied to justify the use of 0, as an
approximation to # on the bounded interval that remains. A potentially serious difficulty



is that z{; with these properties depends on (5\, 7, p) and, generally,
(1.14) 25\, p) — —00 as p — oo,

It is important to estimate the rate of growth of |z§| in (1.14) and to understand how
that rate depends on (5\,17) For example, exponential growth would invalidate the entire
argument of [E5]. A growth rate of p?V would necessitate the use of ~ N terms in the WKB
expansion of f,. These points were not addressed in [E5], so we consider them in section
5.2. In Proposition 5.7 we show that given any e > 0, it is possible to choose z so that

(1.15)  [8(x, A ) — Op(x, A p)|e #+ODT < e for & < wi(A, i p), (A7) €5, p>2,
where
(1.16) 25 (X, 7, p)| < C'lnp for C independent of (A, 7)) € ?i, p>2.

The proof of Proposition 5.7 is a modification of the proof of the Gap Lemma of [Z1].
It takes advantage both of the exponential rate of convergence of w(x) to w_ and of the
fact that the rate of decay of é(a:, A, M) as © — —oo is governed by an extreme eigenvalue
pi (N, n) of —=Gt(w_,\,n). As far as we know, this is the first application of Gap Lemma-
type arguments to investigate asymptotic behavior in x as a parameter like frequency tends
to infinity.

The existence proofs in section (7) have much in common with the arguments of [Mal,
Ma2]. A few of the differences are:

(a) Majda’s result was a short-time result; in Theorems 7.2 and 7.13 we fix an arbitrarily
large but finite time 7 and show that slightly curved fronts exist on the time interval [0, Tp).

(b) In the iteration scheme for the boundary conditions, we do not make use of Newton’s
method; we simply use (7.25) where B is defined in (7.23).

(¢) In the case of Chapman-Jouguet fronts, there is a new complication due to the fact
that the definition of the fluxes fj in (2.29) changes discontinuously across the free surface
given by the curved front. For ZND there is a complication due to crossing of eigenvalues
associated to gas dynamical and reaction blocks. These points affect the verification of the
block structure and uniform Lopatinski conditions.

Finally, we wish to state a few nonlinear stability questions for which we would expect
any unstable zeros of V(\,n) to present significant difficulties:

1. Construct curved multidimensional ZND fronts that converge to curved multidimen-
sional Chapman-Jouget fronts in the limit as reaction rate (k in (2.1d)) tends to infinity.

2. Construct smooth solutions to the full reactive Navier-Stokes equations (which involve
second-order terms corresponding to viscosity, heat conduction, and species diffusion) which
converge to curved multidimensional ZND fronts as the coefficients of the second-order terms
tend to zero.

3. Study the long-time stability (Tp — oo) of reactive Navier-Stokes profiles. Here there
are dissipative effects that provide some mechanism for decay of perturbations.



2 Chapman-Jouguet and ZND fronts

2.1 The equations

We set y; = x and denote spatial directions by (y1,...,y4). The Zeldovich-von Neumann-
Déring (ZND) equations for a d-dimensional reacting fluid with a one-step exothermic re-
action are given in Eulerian coordinates as (see, e.g., [Wi])

(2.1a) pt + div(pu) =0,

(2.1b) (puj)e +div(puju) +p,, =0, j=1,...d,
(2.1c) (pE)¢ + div [(pE + p)u] = 0,

(2.1d) (pY )t + div(pYu) = —kpY o(T).

Here the unknowns are (p,u,7,Y) and the system has dimension (n + s) x (n + s), where
(2.2) n=d+2, s=1.

(Later we’ll consider a more complicated multi-step model in which several species of gas
are involved, so in that case s > 1.)
The divergence is taken with respect to the spatial directions. We write

Ao, uf
E=e+ —,
2
and our labels are given in the table below.
density
pressure
= (u1,...,uq)™ fluid velocity

temperature

specific internal energy
mass fraction of reactant

reaction rate
heat release

R T E ™D

The quantities k and ¢ are assumed to be positive constants. We note that the assumption
q > 0 corresponds to an exothermic reaction. In this case we also write

(2.3) é=e+qY,

where e is the internal energy (taken to be ¢, T in section 6), and we write F := e + |u|?/2.
We further assume that the pressure is a given function of the density and the gas-dynamic
specific internal energy, so

(2.4) p=p(pse).



Finally, the smooth, increasing function function ¢(7") is the ignition function. We make
the standard assumption that ¢ satisfies ignition temperature kinetics, that is,

0, for T < T;
(2.5) o(T) =
1, for T > 1Ty > T;

Thus, ¢ serves to turn on the reaction in equation (2.1d).
Subtracting ¢-(2.1d) from equation (2.1c) we obtain,

(2.6) (pE); + div [(pE + p)u] = gkpY ¢(T).
If we denote the gas-dynamical variables by V' = (p,u,T), and set
(2.7) w=(V,Y),V €R"Y € R*

and yo = t, we see that the system (2.1a),(2.1b),(2.6), (2.1d) is a special case of the following
abstract model corresponding to an s-step exothermic reaction:

(2.8) Fi(w),, = R(w).

J

M-

Jj=0

Here, corresponding to the decomposition w = (V,Y"), we have

o PV L
(2.9) Fl(w) = <gj(V)Y> ,j=0,...,d,
where f/ € R", ¢/ € R'. The forcing term is
_ (QEyp(V)Y
(2.10) R(w) = (—K¢(V)Y> ,

where ¢ € RY, Q € R"** and K € R*** are constant matrices, and

(a) K is positive definite,

(2.11)
(b) the first n — 1 rows of @ are 0.

For the one-step physical equations we have, for example,

V) =p, ¢(V)=pujj=1,....d

) 1o Y(V) = po(T)
(212 V)= (p pu p(chJr%))tra
Q=(0,...,0,¢9)".

Remark 2.1. In an s-step reaction, the y; component of Y € R® represents the mass frac-
tion of the j-th reactant, with y; € [0,1] and y; =1 (resp. 0) corresponding to the completely
unburnt (resp., burnt) state. The completely burnt and unburnt states are represented by

(2.13) 0=(0,...,0)€R®, 1=(1,...,1) € R’



respectively. The n X s matriz (Q in this case has the form

0 ... 0
o= i

0 ... 0

Qo gs

where q; denotes the heat released in the jth reaction, q; > 0 in the case of an exothermic
reaction.

Definition 2.2. To obtain the Chapman-Jouguet (CJ) equations from the ZND equations,
we eliminate the reaction equation (2.1d), and in the energy equation (2.1c¢) define € = e+q
in the unburned gas (where Y =1) and € = e in the burnt gas (Y =0).

The corresponding abstract CJ model is

d
(2.14) Y W)y, =0,

5=0
where (recall (2.1a)-(2.1d))

fA(V), in the burnt gas

(2.15) Fv) = {fj(V) + ¢/ (V)Q1, in the unburnt gas

2.2 Steady planar profiles
2.2.1 The CJ profile.
We consider a steady solution for the CJ system (2.14)

v 0
(2.16) T R
Vo, x2<0

corresponding to a pair of constant states
(2.17) wy =(Vi,1)ine >0, w_ = (V_,0) in z <0,

and satisfying the Rankine-Hugoniot condition at 2 = 0 (which expresses conservation of
mass, momentum, and energy for the physical equations):

(2.18) AV + g4 (V)L = FUVL).
We assume that wy define a strong detonation with Lax n-shock structure.

Definition 2.3. Let a/ = df/ € R™", and set A = (a®)~'a’/. The states wi are a strong
detonation with Lax n-shock structure provided:

(a) they satisfy the jump condition (2.18), and

(b) the n x n matriz A4(V,) has n eigenvalues < 0, while A% (V_) has n—1 eigenvalues
< 0 and one eigenvalue > 0.



Remark 2.4. 1. The existence of CJ solutions as in Definition 2.3 for the physical equa-
tions is proved in [CF, FD]. We assume their existence for the abstract model.

2. The case of a planar front moving with nonzero constant velocity can be reduced to
the present case by a change of frame.

3. In the case of the physical equations, say when d = 3, the eigenvalues of AY(V) are
(recall V- = (p,u,T)) ug, uq, uq, uq £ c, where c is sound speed

PPe ppT
2.19 C=p,+ = =p,+ .
(2.19) p e TPt o

Thus, the assumption of n-shock structure corresponds to the statement that unburnt gas is
moving from right to left across the front (ugy < 0), and that the gas speed is supersonic
ahead of the front (|ugy| > c4) and subsonic behind (Juq—| < c—).

2.2.2 The ZND profile.

The ZND profile w(z) = (V(z),Y (z)) is a weak solution of the ZND abstract model (2.8)
which satisfies

w(zr) =wy inx >0
(2.20) o i ]
F(w) =R(w)inz <0, 0 - w_ as x — —00

and the jump condition at x = 0
(2.21) [F4(w)]. = 0.

Here we let w* = (V*,Y™*) denote the von Neumann state w(0™) just to the left of the
discontinuity, and

(2.22) )], = Fi(wy) — Fw"),
The discontinuity at « = 0 is referred to as the von Neumann shock.

Remark 2.5. In the case of the physical ZND equations we make the standard assumption
that the reaction rate is zero ahead of the shock (i.e., in x > 0) and finite behind. Thus, we
assume that the T' components of w4 satisfy

(2.23) T, <T;, T_>Ty,

for temperatures T;, Ty as in (2.5).
Steady profiles for the physical ZND equations are constructed in [LS], for example. We
assume their existence for the abstract model.

2.3 Curved fronts

Perturbations cause planar fronts to curve, and the perturbed solutions are no longer
travelling waves in the above sense. In this section we formulate the hyperbolic free bound-
ary problems that must be solved in order to construct curved detonation fronts.

10



Suppose the ZND front is a surface S defined by:
(2.24) r=Xty), ¥ = Ya-1)

A ZND solution w(t,y’,z) is discontinuous across S, satisfies the ZND system

d
(2.25) > Fi(w),, = R(w)
7=0

on each side of S, and satisfies the jump condition
d—1 A

(2.26) > Xy [ (w)]e = [F(w)]« =0 on S.
=0

(recall t = yo, © = yq). Given a steady ZND profile w(z) as in (2.20), (2.21) one can
try to construct a perturbed solution w(t, ', x) corresponding to an unknown curved front
x = X(t,y') in the form

(2.27) w(t,y,z) = w(z) + W(ty, z).

The ZND initial boundary value problem for the unknowns (W, X) is to find X and w of
the form (2.27) satisfying (2.25), (2.26), and

(2.28) W0,y ,z) =wv(y,z), X(0,y)=0

where vg(y',x) is a suitable initial perturbation. The functions W and X are coupled
through the jump condition, so the problem defined by (2.25), (2.26) is a free boundary
problem for the unknowns (W, X).

Similarly, if we now let S denote a CJ front, a CJ solution V (t,y',x) satisfies the CJ
system

d
(2.29) > PV, =0,
j=0

on each side and the jump condition

d—1
(2:30) DXy [P = [F(V)I=0ons.

j=0
where

(2.31) Fv) = {fj(V), for x < X (t,9")

V) + ¢ (V)Q1, for z > X(t,y)

Given a piecewise constant CJ solution v as in (2.16), the C/J initial boundary value problem
for the unknowns (V, X) is to find X (¢,4’) and V of the form

(2.32) Vt,y,z) =9+ V(t,y, )
satisfying (2.29), (2.30), and
(2.33) V(0,y, 1) =vo(y,x), X(0,4/)=0

for a suitable initial perturbation vg.

11



Remark 2.6. Observe that in the Chapman-Jouguet problem (2.29), it is not only the state
V that jumps across the curved front, but also the definition of the fluzes f7(V). In the
ZND problem (2.25) it is only the state w that jumps.

3 Assumptions

For convenient reference we collect here all the structural and profile assumptions that apply
to our abstract models. Each of these assumptions is satisfied by the physical CJ and ZND
systems.

Notation 3.1. 1. For FI(w) as in (2.9), let

j j d ] V 0 n—+s)X(n+s
(3 A= d 7 w) = <dngcjgvgy gﬂ'(v)IsX) € Rt

and set A = (AD=TAT  (see (H1) below). Given a scalar function h(V) and v € C", we’ll
often write

(3.2) dyh(V)Yv := (dyh(V) - v)Y.
2. Let
(3.3) dfi (V) =a? (V) € R™™,

Similarly, set dfi =a’ for f7 as in (2.31).

Assumption 3.1. (H0) The states wy define a strong detonation with Lax n-shock struc-
ture (recall Definition 2.3). The ZND profile decays exponentially to its left endstate with
all derivatives: for some 6 >0

(3.4) ((d/dz)* (& —w_)| < Cre™ ! as 2 — —o0.

In addition, there exists a C*° invertible matriz M (V') defined in a neighborhood of Vi,
such that, to the right of the front,

(3.5) (V)= M(V)d (V).

Assumption 3.2. There exists an open set U C R™® such that the endstates and profile
w satisfy:

(3.6) wy €U, w(x) €U for all z,

and:

(H1) The functions F7(w) (2.9) and R(w) (2.10) are defined and C™ inU. The matriz
A%w) is invertible in U and g°(V) > C > 0 inU. LetU™ be the component of U containing
{w(x) : x < 0}. The matriz A%(w) is invertible in U~ .

The functions g7 (V') (2.9) satisfy the following conditions along the profile:

(3.7) FdV)=0,j=1,....d—1; ¢4(V)<—-0<0
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for some fized 6 > 0.

(H2) The constant matrizx K € R®*® (2.10) is positive definite; the constant matric
Q € R™ ¢ (2.10) has its first (n — 1) rows equal to 0; the function (V') in (2.10) satisfies
P(V4) =0, p(Vo) =1, dy(Vy) = 0.

Assumption 3.3. (H3) (hyperbolicity) For all w € U and § € RY\ 0 the eigenvalues of
A(w, &) = Z;l:l A’ (w)&; are real and semisimple with constant multiplicity.

(H4) (Friedrichs symmetrizability) There ezists a C™ invertible matriz S(w) defined
on U such that SAY is positive definite and for all j, SAJ is symmetric. The same holds
for the a’.

Remark 3.2. 1. In (H3) semisimple means that algebraic and geometric multiplicities are
equal.

2. Hypotheses (HO0), (H1), and (H2) are straightforward to check for the physical equa-
tions. For (HO) see Remark 2.4 and use standard ODE results for the exponential decay
(3.4). Note that in the case of an s-step reaction, (3.5) holds since, to the right of the front,

1 0 00
; ; 0 1 00
(V) = Ma —
(3.8) @ (V)= Md’(V), where M = 0 0 10

This is easily checked using the fact that ¢g7(V') in (2.12) is equal to the first component of
f2(V). One important consequence of (3.5), used in the proof of Theorem 7.13, is

(3.9) (@) el = (a®) e, j=0,...,d.

To check (3.7) recall Remark 2.5, part 3. We can choose U so that A%(w) is nonsingular
in U™, since in the steady flow gas moves from right to left in the reaction zone and at
subsonic speed. (H2) holds provided we normalize p— = 1.

Hypotheses (HO) and (H1) imply that the matriz Zd(w+) has n + s eigenvalues < 0,
while Zd(d)(x)) for x <0 has one eigenvalue > 0 and n+ s — 1 eigenvalues < 0.

3. Using (2.12) and the structure of (A°)~1, hypothesis (H3) may be deduced from
the corresponding property in the nonreactive case, i.e., from hyperbolicity of the Fuler
equations. A Friedrichs symmetrizer S(w) as in (H4) was explicitly given for the physical
equations in the appendiz of [JLW]. The upper left n x n block of S(w) is a Friedrichs
symmetrizer for the al.

4. Entropy-entropy fluz pairs (n,¢’) with

1 . .
(3.10) n=p <2Y2 - 5> , ¢ =,

where s is the thermodynamic entropy of the unburnt gas, are constructed for the ZND
equations in [Cos]. The entropy n can be used to construct a Friedrichs symmetrizer.
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4 Linearization and stability determinants

4.1 The linearized ZND system

The ZND system (2.25), (2.26) is a free boundary problem for the unknowns (w, X). First
we reduce to a fixed boundary problem by changing coordinates

(4.1) (t.y',2") = (ty' 2z — X(ty), w'(t,y,2") =w(ty, z).

With stars dropped, the problem in the new coordinates is

d—1
3" Fi(w)y, + Fl(w,dX), = R(w)
§=0

(4.2) o
> Xy, [F (w)]s — [F4(w)]x = 0 on z =0,
j=0

where

d—1

(4.3) Flw,dX) = F(w) - > X, F/(w).

j=0

The problem (4.2) can be viewed as a transmission problem for unknowns (w (¢, vy, z), X (t,v'))
in +2 > 0, with transmission conditions given by the jump condition on x = 0. We’ll usually
suppress the + on w (partly to avoid confusion with the endstates wy).

Linearizing (4.2) with respect to both w and X about the stationary solution given by
the ZND profile w(z) and front X = 0, we obtain

d—1

™

<
I
= o

A () (8w — Xy, i) + (A% (@)w) = dyR(0)w
(4.4)

T

Xy, [F9(0)]s — [A%()w]s =0 on z =0,

<
Il
o

where w and X now denote perturbations. Fourier-Laplace transformation gives (dropping
hats on w and X)

d—1
A () (w — Xab') + Y in; A7 (i) (w — X1b') + (A% () w)’ = dy R()w
j=1

U

-1
X | AFC (@) + Y in[FI (@) | — [A%(@)w]s = 0 on z = 0.
j=1

Here 7 € R, n € R 4 >0, and A\ = i7 + . For the stability analysis it is convenient
to eliminate X from the interior equation by defining new unknowns (£ suppressed)

(4.6) w? =w — X'

14



This gives the equivalent problem

d—1
(a) | NA (@) + Z ing A (o) | w? + (A% (0)w*) = dyR(w)w?
(4.7) e .
(0) X | AP (@) + Y iny[F7 ()] — [A4@)d]. | — [A%(@)wH]. =0 on z = 0.
j=1

Here we’ve used the relation
(4.8) (A% ()W) = dy R(0)d,

obtained by differentiating the profile equation in (2.20). In computing jumps involving the
derivative of the profile, W', we use

(4.9)

as is appropriate for the linearized transmission problem.
In defining the ZND Evans function, Dzyp, we’ll work with the form of the ZND
problem given by (4.7). The limiting systems obtained by letting x — +oo in (4.7)(a) are

d—1
(4.10) (ZND)x [ AA%(ws) + > in A (ws) | v+ AY(we) ey = dyR(w)v.
j=1

Our analysis will focus mainly on the minus side. With v = (v,y) we can write (4.10)_ as
the equivalent (n 4 s) x (n + s) system

(4.11) Opv = G(w_, \,n)v

where

_ (H-(\m) () 'QK .
g(w—v)‘7n) - < d) ) with

0 —(gH) (NI + K)
(4.12) d—1 '
He(An) = —(a) ™" [ Aa®+> inja? | (V).
j=1

The matrix G(w4, A, n) is defined similarly (see (4.25)).
Similarly, we can write the variable-coefficient system (4.7)(a) in the form

(4.13) dyw® = G(w(x), \,n)w” in £z >0,
where for some 6 > 0
(4.14) 1G(w0, A1) — G(w_,\,n)| < Ce™ 1 as 2 — —0

uniformly for |\, n| in bounded sets.
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4.2 The linearized Chapman-Jouguet system

The process in this case parallels that for ZND. After the same change of variables (4.1),
the CJ problem (2.29), (2.30) takes the form

S BV, + F (V). 0
(4.15) f;‘;
Xy, [P (V)] = [f4V)]=0onz =0,
7=0
where
d—1
(4.16) F(v.ax) = f4v) - Xy, 1 (V).
7=0

Linearizing with respect to both V' and X about the stationary solution given by V. and the
front X = 0, and taking the Laplace-Fourier transform as before, we get the transmission
problem

d—1
(a) Ma%v + Z in;alv +at’ =0
j=1
(4.17) L
(0) X | AL+ D i [F] | = [a%v] =0 on 2 =0,
j=1
where (v, X) now denotes the (transformed) perturbation, a/ := df’, and the f7, a/ are

evaluated at Vi in +x > 0. The interior problem (4.17)(a) can be rewritten

v = Hi(A\,n)vin +z >0, with

d—1
(4.18) He(A) = —@h)™" [ 20+ imd | (Va).
j=1

Note that (3.5) implies Hy = H, for Hy as in (4.12).

4.3 The Chapman-Jouguet determinant

Here and below we shall often write functions f(\,n) instead as functions f(() where
¢ = (7,7,n). First we define the determinant A¢(¢), whose zeros in Rflﬁl ={C:v >0}
correspond to solutions of the linearized CJ problem that decay in x but grow exponentially
with time.

For ¢ € Ri“ let F'y(¢) be the generalized eigenspace of Hy({) corresponding to eigen-
values with negative (resp. positive) real part. The hyperbolicity hypothesis (H3) implies
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that the dimensions of Fi () are constant in R4, so we can set (7,1) = 0 in (4.18) and
use the assumption of n-shock structure (HO) to see that

(4.19) dim F (¢) = 0; dim F_(¢) =n — 1 in R,

A classical argument based on conjugation of H_(({) to block structure shows that F_(() is

C* in R‘fl and extends continuously to @Tl \ 0 (see [K] or [CP], chapter 7). So we may
choose a basis

(4.20) (), j=1,...,n—1

for F_((), locally near any point (* € Kf_l \ 0, where the s’ are homogeneous of degree
0 for ¢ # 0 and C* in Riﬂ with continuous extensions to Riﬂ \ 0 (in fact the s’ extend
smoothly away from glancing points). The spaces F_({) define a vector bundle over the

contractible base space @iﬂ \ 0, so in fact the s’ can be chosen globally on @iﬂ with the
regularity described above. (Contractible base spaces admit only trivial bundles: [S], Cor.
11.6, p. 53). In the case of the physical CJ equations these properties of the s’ can be read
off from explicit formulas [E5].

Inspection of (4.17), (4.18) shows that the linearized CJ problem has solutions growing
exponentially with time if for some ¢ € ]Rffr1 the n vectors

d—1

(4.21) AT+ il Q) =at (Vo)L (Q), j=1,...,n—1

J=1

are linearly dependent (recall a/(V_) = a’ (V2))-
Introduce polar coordinates ( = p( where ( € S¢ = {¢ € Rffrl :|¢] = 1}. In view of
(3.7) we have

(4.22) Ol =1+ " (V)1 [fl=[f1], j=1,...,d— 1,

so linear dependence of the vectors (4.21) is equivalent to vanishing of the determinant

(4.23) Acy(O) =det | rL(0),..., 7"

=
\.y)
=
-
+
.
§>
=
=
+
>~
<
o
£
O
[ir

When @ = 0 this coincides with the Majda determinant for a Lax n-shock [Mal]. Observe
that Acs(¢) is C* on 54 and has a continuous extension to Ei.

4.4 The ZND Evans function Dzyp(¢)

Consider the linearized, transformed ZND problem (4.13)

(4.24) Dy = G(w(x), Ow’ in £ >0
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together with the jump condition (4.7)(b). In this paper we are exclusively concerned with
high frequency behavior, so we shall define Dznp(¢) = DZND(E,p) in4>0,p>0and
show that it has a continuous extension to 4 > 0, p > 0. Continuous extension to ¥ > 0,
p > 0 is carried out in [JLW] and requires different arguments.

Let ¢* denote an arbitrary fixed basepoint in R%t!. The first step in constructing the
ZND Evans function is to find, locally near (*, a basis for the solutions of (4.24) that decay
to zero as © — %o0o0. The exponential decay of the ZND profile to its endstates (3.4) will
allow us obtain such a basis by considering the limiting problems defined by the matrices

_(H©Q (@)K
gmﬂ0—< 0 _@@xM%+KQ

_(HO 0
600 = ("6 g, )

We first conjugate the variable coefficient problem (4.24) in z < 0 to the constant
coeflicient problem

(4.25)

(4.26) vV =G(w_,¢)vin z <0,
using the following result, whose proof is established in Lemma 2.6 of [MZ1]:

Lemma 4.1. Fiz a basepoint (¥# € @T_l (even (* = 0 is allowed here), and choose any
8" such that 0 < &' < &, where § as in (3.4) governs the exponential decay of w(x). There

exists a C*, (n+ s) x (n+ s) matriz Z_(z,(), defined for all x < 0 and for ¢ € ﬁiﬂ in a
neighborhood w of (¥, such that

(a) 0:Z_ =G (w0,0)Z- — Z_G(w_,() inxz <0
(4.27) b |1z7 1 <cC

() [0508(Z- = )| < Crae™ ],

for positive constants C, Cy, o independent of x <0, ¢ € w.

Observe that because of (4.27)(a), w¥(x) is a solution of (4.24) if and only if v(x)
defined by

(4.28) w? = Z_(z,¢)v

is a solution of (4.26). The extra properties (4.27)(b),(c) imply that Z_ establishes a very
useful correspondence between solutions of the two problems.

Similarly, one can construct a conjugator Z, which intertwines solutions of (4.24) in
x > 0 with solutions of the problem defined by G(w, (). It follows directly from (4.19) and
—(g")~1g% > 0 that, for ¥ > 0, p > 0, the only solution of

(4.29) V' =G(wy,Ovinz >0

decaying to 0 as z — +oo is the trivial solution. Using Z, we deduce the same for solutions
of (4.24) in x > 0.
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Remark 4.2. In the next section we shall use the fact that a conjugator for the transposed
system

(4.30) 0.0 = —G'(w(x),¢))0 on x <0

is given by (Z~1(z,0))t for Z_ as above. In other words, 0(z,¢) is a solution of (4.30) if
and only if 01,(x,() defined by

(4.31) 0(,¢) = (2= (%,¢))"0r(z, )
is a solution of the limiting problem at x = —oo:
(4.32) 0.0 = —G'(w_, )0y

This is readily checked using (4.27)(a) and
02 =—-7Z2"Y0,2)Z".

It is clear from (4.25) that when 4 > 0, p > 0 the matrix G(w_, ¢) has no pure imaginary
eigenvalues. In fact, from (4.19) and (H2) we see that for ¢ near (* € Ri“ there is an
(n — 1 + s)—dimensional space of solutions to (4.26) that decay to zero as x — —oo. Let
vi(z,¢),j=1,...,n — 1+ s be a basis for this space and define the initial space

(4.33) F_(¢) :=span{1?(0,¢),j =1,...,n — 1 + s}.
The space
(4.34) E_(¢) = 2-(0,()F-(¢)

is then the space of initial data of decaying solutions of the variable coefficient problem
(4.24) in < 0. A basis for E_(() is given by

(4.35) w!(0,¢), j=1,...,n—1+s, where w’(x,¢) := Z_(z,)v(, ().

In view of the equivalence of the linearized problems (4.7)(a) and (4.13), we see that the
linearized transmission problem (4.4) has solutions decaying in = and growing exponentially
in time for some ¢ € R‘fl the n + s vectors

(4.36)
d—1
A )0 (0,), -, AN )" (0,), AF(@)] + 3 ing[F @) + A (07)
j=1

are linearly dependent. This is the case if and only if the ZND Evans function

(4.37)

Dznp(C) =
-1

det Ad(w*)wl((}, C)y oeny Ad(w*)wn_1+s(0, (), /\[Fo(lb)]* + Z in; [F](ﬁ/)]* + Ad(w*)ﬂ/(o_)
j=1
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vanishes for such (.
The spaces E_(() define a C*° vector bundle over Rfl. Next we show that this bundle

extends continuously to @iﬂ \0={¢=pC:4>0,p>0}. The upper triangular structure
of G(w_, () is helpful here, but care is needed since eigenvalues of the diagonal blocks may
CTOSS.

Proposition 4.3. The bundle E_({) has a continuous extension from Riﬂ to @T_l \ 0.

Proof. 1. No crossing. Let (* € @iﬂ \ 0 be such that v* = 0 and suppose that the two

diagonal blocks of G(w_,(*) have no eigenvalues in common. For ¢ near ¢* with v > 0
there is then a smooth decomposition (i.e., with C'* bounded projections)

(4.38) E_(¢) = En(C) ® Ex(C)

where Ey(C) (resp., Fx(()) is the generalized eigenspace of G(w_, () associated to eigen-
values p of the upper left block (resp., lower right block) with ®u > 0. Since K is positive
definite, Ex(¢) has a C* extension to v > 0 for ¢ near ¢*. On the other hand we have

(4.39) En(C) = {(8) 7u€F—(C)}

for F_(¢) as in (4.19), so Ex({) extends continuously to v > 0.

2. Crossing. Let (* € @Tl \ 0 be such that v* = 0. Suppose for the moment that the
diagonal blocks of G(w_,(*) have a single eigenvalue u.(¢*), possibly of high multiplicity,
in common. We must have Ru. > 0 since K is positive definite. For ¢ near ¢* with v > 0

we now have a smooth decomposition

(4.40) E_(¢) = Em(¢) ® Ex/(C) @ Ec(C)

where E.(¢) is the generalized eigenspace of G(w_, () associated to eigenvalues of G(w_, ()
near p.(¢*), and Ep/(C) (resp., Eks(()) is the generalized eigenspace of G(w_, () associated
to the remaining eigenvalues of the upper left (resp., lower right) block. The second and
third summands in (4.40) have C'* extensions to v > 0 for ¢ near ¢*, and the first extends
continuously to 7 > 0 by the same analysis used to treat F_(().
The case where the diagonal blocks have more than one eigenvalue in common is handled
in essentially the same way.
O

We now have the bundle £_(¢) continuously extended to @Tl \ 0. Using contractibility
of the base space and Gram-Schmidt, we obtain

Corollary 4.4. The functions w’(0,¢),7 = 1,...,n — 1 + s appearing in (4.37) can be
chosen orthonormal and to be C'™° in Ri“ with continuous extensions to @djl \ 0. Thus,
Dznp(C) as in (4.37) is globally defined on @iﬂ \ 0 and has the same regularity as the
w’ (0, ).

Remark 4.5. In the case of the physical ZND equations one can see using the explicit
formulas for eigenvalues (see (6.3)) that crossing of eigenvalues associated to different blocks
does not occur; thus only part 1. of the above proof is needed for the physical equations.
However, crossing of real parts always occurs.
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4.5 Relation to Erpenbeck’s stability function V(().

In this section define another ZND Evans function, Dznyp(¢), which turns out to be
just a nonvanishing multiple of Dzxp(¢). The new Evans function is more convenient for
computation and for analysis of the high frequency limit. In addition we show

(4.41) Dznp(C) =V (¢)

where V' (() is the stability function defined by Erpenbeck in [E1]. Erpenbeck worked directly
with the inhomogeneous interior equation for w in (4.5), instead of using the new unknown
w? (4.6) as we have done to reduce to a homogeneous problem (4.7).

For ¢ € RE™ let ®(x,¢) be a fundamental matrix for (4.24) on @ < 0. Thus, ®(x,() is
an (n+ s) x (n+ s) matrix whose columns

(4.42) w (z,¢), j=1,...,n+s

are linearly independent solutions of (4.24) on = < 0. Here we suppose that for j =
1,...,n— 1+ s the initial values w? (0, ¢) are given by the functions chosen in Corollary 4.4.
Thus, w"*(z, ) grows exponentially while the other columns of ® decay exponentially to
ZEero as r — —oo.

It is easily checked that (®~!)! is then a fundamental matrix for the system

(4.43) 0.0 = —G'(w(x),¢)0 on = < 0.
Let 6715 be the last row of ®! and note that because ®1® = I we have
(4.44) 0" (2, ) - w!(2,() =0, j=1,...,n+s— 1.

The norm of ®~! is generally unbounded as 7 | 0, so it is not clear that #7+%(0, () has a

continuous extension to R \ 0. To arrange this note that by Remark 4.2, a nonvanishing
multiple ¢(¢)6""5(0,¢) can be constructed as

(4.45) (Z710,0)" f+(0),

where Z_ is as in (4.28) and f4(() € COO(RTI) is an eigenvector of the limit matrix
—G'(w_, ) associated to the unique eigenvalue u4 (¢) with positive real part. Since f1(()

can be continuously extended to @iﬂ \ 0, this shows that
(4.46) B(¢) := span {6"15(0,¢)}

. . . . . —d+1
is a smooth line bundle on Rﬂlfl with a continuous extension to R ++ \ 0. Now redefine

6"1%(0,¢) to be a globally defined basis vector for B(¢) with the same regularity, and set

~ en-‘,—s 0’ .
(4.47) 6(¢) = |9"+208| for ¢ e R4\ 0.
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Definition 4.6. Denote
d—1 .
J(C) = AFO (@) + Y i [FY (@),
j=1
and set
(4.48) Dznp(C) = 6(0) - ((A%w) 1 I(Q) +'(07))
Proposition 4.7. For ( € @iﬂ \ 0 we have, up to a sign,

(4.49) Dznp(¢) = det A4(w*)Dznp(C).
Proof. This follows directly from the definition of Dzyp(() after expressing
(A%(w*)) 1 I(C) + @ (07)
as a linear combination of the orthonormal functions
0(¢) and w’(0,¢), j=1,....,n—1+s.
O

In order to relate Dznp(¢) to Erpenbeck’s stability function V(¢) [El], we use the
following result proved in the appendix of [E1].

Proposition 4.8. Let 0(x, () be the solution of (4.43) with initial data 0(C) as in (4.47).
Fiz ¢ with v > 0 and consider the inhomogeneous problem

(4.50) ¢'(z) = G((z), () + f(z) on z <0,

for f(x) continuous and bounded on x < 0. Then a solution ¢ is bounded on x < 0 if and
only if

~ 0 ~
(4.51) 6(0) - 6(0) = / B(5.€) - f(s)ds.

JFrom (4.8) and (4.5) we see that for any X, Xw'(z) is a bounded solution of (4.50)
with

d—1
(4.52) f(z) = X(A%w))! (AAO(uv)w’ +) injAj(w)w’) = K(z, X, Q).

J=1

Taking X = 1 and applying Proposition 4.8 we find

~ O ~
(4.53) 6(0) - @' (0) = / 0(s,¢) - K(s,1,C)ds.

—00
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We conclude for ¢ € RE™ (recall Definition 4.6)

454  Dap(Q) = 0(0) - (A% / B(s,C) - K (5,1, C)ds == V().

where V' (¢) is the stability function defined in [E1], equation (4.11). The terms involving
by and by there correspond to the integral term in (4.54).

Since V({) extends continuously to @iﬂ \ 0 and agrees with Dzxp on R‘fl, we have
proved

Proposition 4.9. Dy p(¢) = det A4(w*)Dyznp(¢) = det Ad(w*)V(¢) on RI\ 0.

4.6 Definition of A yp

Here we define Azyp, an analogue of Majda’s determinant for the von Neumann shock.
This turns out to be the governing determinant for the problem of finite time existence
of curqu ZND fronts. In the next section we relate Azyp to the high frequency limit of
Dznp(C,p)/p-

Consider again the nonlinear ZND system (4.2), but now with the reaction term R(w)
set equal to zero. Linearizing with respect to both w and X around the planar front X =0
and the von Neumann state

* 0
(4.55) WyN = {w s
wy, >0
we obtain
d—1 '
Al (wyn)0jw + Ad(va)&Bw =0in £z >0
§=0
(4.56) L |
9;0[F7 (wun)] — [A%(wyn)w] = 0 on = 0.
7=0

Next, we Fourier-Laplace transform (4.56) in (¢,v) to find (suppressing hats on ¢ and w):

d—1
w' = G (wyn, Ow = —(ANwen)) | M (wyy) + Zznj (wyn) |win £2 >0
(4.57) o o
o | AFO(won)] + > ini[F7(won)] | — [A%(won)w] = 0 on z = 0.
7=1

We may write

(4.58) Gi(wyn, C) = <;{21($;]L”% _(gd)f)l)\go]s) :
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The hyperbolicity assumption (H3) implies that for ¢ € Riﬂ the eigenvalues of G (wy N, ¢)
have nonzero real parts. We conclude from assumptions (HO) and (H1) (recall Remark 3.2)
that there are n — 1 4 s such eigenvalues for the left state w* and n + s for the right state
wy. Thus, the decaying eigenspace for G (w4, () is trivial. Let

(4.59) ST, j=1,....n—1+s

be a C™ basis, homogeneous of degree 0, for the decaying generalized eigenspace of Gi (w*, )
and set R. = A%(w*)S”. Observe that the problem (4.56) has solutions decaying in = but
exponentially growing in ¢ if the following (n + s) X (n + s) determinant vanishes:

U

-1
(4.60)  Aznp(C) =det [ RL(C), ..., BT (), AIF (won)] + ) i [F (wo)]
7=1

Hypothesis (H3) allows us to apply the result of [Met1] to obtain continuous extensions of
o 2 =d
the S? (), and thus of Aznp(C), to S
Finally, let us rewrite A znp(¢) in a form similar to (4.48). For 4 > 0 observe that
the S7 (¢) can be chosen orthonormal. Let 6*(¢) € C°°(S%) be a unit left eigenvector of
G1(w*, é ) associated to the unique eigenvalue with negative real part. We have then

(4.61) 0*(C)- 57 () =0,j=1,....,n—1+s.
As in the proof of Proposition 4.7 we obtain immediately

d—1
(4.62)  Aznp(C) = det A4(w*) 6%(C) - (A% (w*)) ™ O(won)] + D i [F (wyn)]
7=1

=¥

Since #* extends continuously to gi, the equality (4.62) holds on S .

5 The high frequency regime.

The first goal of this section is to prove the following Theorem:

Theorem 5.1. (a) For 4 > 0 we have up to a sign

(5.1) i 2P, p ),

For any fized ¢ > 0, the limit is uniform for é satisfying vy > c.

(b) For the physical ZND equations, in the case when i = 0 the limit (5.1) holds uni-
formly for ¢ satisfying

(5.2) 1Al < |7 (mln 2 — ui) — €

for any fized ey > 0. Here ¢ = c(x) is the sound speed and ug(x) is the (subsonic) gas speed
in the steady reaction zone.
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5.1 Tracking Lemma and high frequency limit of D;yp(C)/|C].

We will prove Theorem 5.1 using the following general result, the Tracking Lemma, for
ODEs with slowly varying coefficients.

Lemma 5.2 ([Z1], Cor. 8.25). Consider the N x N system with C' coefficients
(5.3) w' = (A(z,8) + O(z,8))w on x <0,

where for some C > 0

(5.4) |0:A| +10] < 06, |A| < C forxz<0,6 €]0,1].

Suppose also that the eigenvalues of A(x,d) divide into two groups:

(5.5) Rpj(x,0) < ps <0< p* < Rug(x,d) for all (x,0),

where j < I, k > 1+ 1 for some l. Set n := p* — p, and let N'(x,8) and P(z,d) be the
spectral projections onto the generalized eigenspaces of A(x, ) associated to {u;,j <} and
{ir, k > 1+ 1} respectively. Then there exists a constant C* depending only on C in (5.4)
such that solutions w of (5.3) decaying exponentially to 0 as x — —oo satisfy

Nz, Sulz)| _ C*5 .
Pyl = 0 TS o

(5.6)

IA

r <0.

Remark 5.3. The lemma shows that for § small enough, decaying solutions w of the problem
(5.3) with slowly varying coefficients have the property that for each x, w(x) always lie close
to, or approximately tracks, the positive eigenspace of the matriz A(x,d) frozen at x.

Proof of Theorem 5.1. 1. For 4 > 0 let 6(z, () be the solution to
(5.7) 0,0 = =G'(w(x), () on z < 0, 6(0,) = 6(C)
for A(¢) as in (4.47). We may write

(5.8) G(w(z),¢) = Gi(w(x), ) + Go(w(x)),

where G; is homogeneous of order one in ¢. For y < 0 set 9(y, ¢, p) = é(%, (), so v satisfies

(5.9) 0 = =G ). O - j}%(m(/‘i))w, $(0,¢,p) = ().
2. From (4.48) we have
DznD($:p) 5o [ adp et 5y, B(07)
(5.10) Paeleed) _ gy <<A ()6 + 28 ) |

Thus, in view of (4.62) to prove (5.1) it suffices to show

(5.11) lim (0,¢, p) = 6*(C)

p—00
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up to a sign.

3. Since G*(Qt ) is a left eigenvector of G; (w*,g:) associated to the unique eigenvalue
with negative real part, it is a right eigenvector of —G! (w*,f) associated to the unique
eigenvalue with positive real part. The limit (5.11) now follows by applying Lemma 5.2 to
the (n+ s) x (n+ s) system (5.9) with the small parameter § = %. Observe that

~ Yy 2
satisfies (5.4) for some C' > 0 uniformly with respect to ¢. Assumptions (HO0), (H1), and

(H3) together with compactness of the orbit {w(z), —oo < x < 0} imply that (5.5) is
satisfied with

(5.13) n = p* — ps > €0y for some ey > 0,

and with the single eigenvalue py = pin+s on the far right. Applying (5.6) at y = 0 yields

)$(0,¢,p)  C C*

IV(O,
_ < for p > —.
)¥(0,¢, ) €0

P(0,

(5.14)

SN Ll b S

= eopy

Recalling that (0, ¢, p) and 9*(6 ) are both unit vectors and that 9*(6 ) spans the positive
eigenspace of —G!(w*, (), we deduce (5.11) with uniform convergence for 4 > c.
4. The eigenvalues of —G!(w(x), () in the case of the physical ZND equations (see (6.3))

are the (d + s)—fold \/ug together with

o dug ey /A2 4 (2 — ud)|?
(5.15) Ba(a, &) = — v CAaE

u? — c?
So for ¢ satisfying 4 = 0 and (5.2), we have
%ﬂ_(flf, é) > CO\/?7

where Cj depends just on the profile and is independent of z and é , while the other eigen-
values all have real part < 0. Thus, the result follows by applying Lemma 5.2 as before
with 6 = 1/p and n = p* — ps > Coy/eo.

O]

5.2 Asymptotic behavior as both © — —oco and || — 0.

Consider again the solution 6(z,¢) to
(5.16) 0.0 = —GH(w(z),)0, 6(0,¢) =0(¢) onz <0
for 9~(C ) as in (4.47), and the corresponding limiting problem at x = —oc:

(5.17) 00 = —G'(w_,¢)f on x < 0.
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We know that for |z| large enough and ¢ fixed, 6(z, ¢) will be “close” to a decaying solution
Or(x,¢) of (5.17). In this section we consider the question of how the size of |x| must
grow with [¢| in order for A(xz,¢) and 01 (x,¢) to be close for |¢| large. As explained in
the Introduction, this information is needed to complete an argument in the proof of the
Instability Theorem of [E5].

The properties of the conjugator

(5.18) Z(x,¢) == (Z"Y(z,¢))" (Lemma 4.1 and Remark (4.2))

imply that for ¢ in a neighborhood w of a fized basepoint ¢(# € ﬁ‘fl, the solution 6 is
close to a solution 67, of the limiting problem (5.17) for |x| sufficiently large. More precisely,
letting 114 (¢) denote the unique eigenvalue of —G*(w_, ¢) with positive real part when v > 0,
we have

(5.19) 10(,¢) — 0p(z,O)|e D < (el for 2 <0,( ew, and0<d <6

for 0 as in (3.4), where C(() is uniformly bounded for ¢ € w. This follows immediately from
(5.20) 1Z(z,¢) — 1| < C(Q)e 1 for ¢ e w

and the fact that 67, := 2716 is given by

(5.21) Or(z,¢) = e+, (¢), (€w

for g4 (¢) an eigenvector of —G(w_, () associated to py(¢).

Remark 5.4. Since the conjugator Z(z,() is only defined locally near fized basepoints ¥,
we cannot use (5.19) to answer the question about the growth of |x| posed above. Moreover,
the proof of the conjugation lemma, Lemma 4.1, gives no information on how fast C(¢) in
(5.19) grows as || — oo.

The first step is to define 0 (z, ) smoothly and globally in (:

Lemma 5.5. The limit

(5.22) lim 0(z,)e "+ := g, (¢)

Tr——00

exists for all { € @iﬂ\O and defines a function g4 (C) that is C* in Ri“ with a continuous

extension to Ei“ \ 0. For each ¢, g+ (C) is an eigenvector of —G'(w_, () associated to the
eigenvalue 4 (). Thus, we can define

(5.23) 01(x,¢) == e+ ©%g, () forz <0, (R0

and 0r(x,C) is C* in x with the same regularity in ¢ as g+(C).

Proof. Note that 6(x,¢) and p4(¢), which is a simple eigenvalue for v > 0, are globally
defined with the same regularity in (x,() as claimed for 6y, . Fix a basepoint (* and note
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that for ¢ in a neighborhood w of (#, 2710 is a decaying solution of the limiting problem
(5.17) with the stated regularity, and so must have the form

(5.24) 270 =979, (0), (e w

for an eigenvector g4 associated to py. In view of the known properties of 0, o, and Z,
(5.24) implies both that g4 has the claimed regularity in w and that the limit (5.22) holds
for ( € w. Uniqueness of the limit then implies that the various locally defined functions
g+ agree on overlapping neighborhoods w.

O

We can now make sense of the following definition:
—d+1

Definition 5.6. For any € > 0 and ( € R\ 0 let M*(¢,() be the infimum of the set of
M > 0 such that

(5.25) 10(z,¢) — 0p(z,O)|e ™+ < ¢ forxz < —M.

It is sometimes important to know how fast M*(e, () grows with |(|; for example, the
proof of the Instability Theorem of [E5] implicitly relies on an estimate of the growth
of M*(e,{). Such an estimate was not given in [E5], but we give one here that suffices
to complete the argument of [E5], section III. Since p4(() is an extreme eigenvalue, we
can modify the proof of the Gap Lemma in [Z1] to give a simple proof of the following
Proposition. Recall from Assumption 3.1 that

(5.26) li(z) —w_| < Ce™l for 2 < 0.

Proposition 5.7. (a) Let § be as in (5.26) and set ¢ = p(. There exist positive constants
C1, Cy independent off € gi, p > 2 such that

(5.27) 10(x,¢) — 0p(z,O)|e ™+ < Crprtstle ™l for 2 < —Colnp.

(b)For ¢ € ?i, p>2, and e >0 let M*(e,() be as in Definition 5.6. We have

In & 1)1
(5.28) M*(e,0) SmaX{Cglnp, i Hn;” ) np}.

The main point of part (b) is that M*(e, () grows no faster than Inp as p — oo.

Proof. 1. Preliminaries. Since for v > 0 the positive eigenspace of —G'(w_, () is one
dimensional, the solution € of (5.16) is also uniquely characterized by the requirements that
it satisfy

(5.29) 9.0 = —GH(w(z),¢)0 on x < 0

and the asymptotic condition (5.22). We use this observation to construct 0 by a fixed point
argument.
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In this proof “C” is always a positive constant independent of (z,() that may change
from term to term.
2. Set

(5.30) g(x,¢) = O(x,¢)eH+ O

and note that § satisfies (5.29) if and only if g(z, () satisfies

(5.31) 929 = (=G (w-,¢) — u+(0)) g + E(z,¢)g,
where for E(z,¢) := =G (i (x), ¢) + G'(w_, ¢) we have the estimate
(5.32) |E(z,¢)| < Cpedll,

Set A_(¢) := —G'(w_, (). Treating ¢ as a parameter, we’ll construct g(z, ¢) satisfying (5.31)
as a fixed point of the map

(5.33) To(e,¢) = g4(C) + / " A O ODE By, gy, O)dy

—00

on L*®(—oo, —M] for M = M(p) large enough.
3. Choose ¢’ such that 0 < ¢’ < §. We claim

(5.34) (A= (O=1+O)r| < Cpt3ed™ for > 0.

To prove this we use Dunford’s integral [Ka] to write

(5.35) (A ©=ne©r = L[ O e, 2)de,
271 F(C)

where I'(¢) is a contour enclosing all the eigenvalues p;(¢) of A_(¢) and R((,z2) := (2 —
A_(¢))7! is the resolvent. Since

(5.36) Rp1j () — Ry (¢) < 0 for all j,

we can choose the contours to have length |T'(¢)| < C|¢| and to be such that for all z € T'(()
we have:

R(z = 1e(Q) < &
(5.37) 5
2= 15(0) > 5 for all j.

The estimate (5.34) now follows directly from (5.35), (5.37), and the resolvent estimate

n+s—1
(JA—(QO)| + |2]) <Cp"+5_1 for z € T'(().

. R((,2)| <C <
| FiEFRs]
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4. Applying (5.32) and (5.34) we find for some C' > 0

x
[(Tg1 = Tg2)(x, )| < Clgr = gal oo (~00,—m] P”“H/ e (V) Mgy
—0o0
(5.39) = C|g1 _ 92|L°°(—oo,—M] pn+s+le(5’xe(5—6’)y|’aioo — C’|g1 _ 92|L?3007_M] pn+s+ledz

n+s+le(5M <

1
< Clg1 = g2|po(—o0,—M] P §|91 — 92|00 (—o0,— M]

for M(p) > 1n(2C)+(Tg+s+1)lnp. Thus, we obtain g(z, () satisfying (5.31) and

(5.40) l9(z, Q) < Clg+()]

as a fixed point of the contraction (5.33) on L>°(—o0, —M(p)]. As a uniform limit of iterates
g*, starting with ¢° = 0, that are analytic in (\,n) for v > 0 with continuous extensions
to v > 0, g inherits the same regularity in (. By taking g; = g and g2 = 0 in the first two
lines of (5.39) we obtain

(5.41)
(9= 9:) (@, Ol = [(Tg — T0)(2,Q)| < Cp™ e |g| oo (—o0,—nry < Cp" 191 ()]

This implies (5.27) since |g+(¢)| < C. The inequality (5.28) is immediate from (5.27).
O

6 Stability determinants for the physical equations

6.1 Computation of Ayzyp and Agy.

First, recall the expressions for Azyp given in (4.60), (4.62). For 4 > 0 let
~ ~ d_l .
H({) == =A% (w")Gi(w*, () (A% (w*)) ™ = [ A (w®) + Y in Al (w”) | (A%(w?)) ",
j=1

. n—1+s
so that {RJ, (¢ )} - is now a basis for the negative generalized eigenspace of H((). Since

9*(6 ) is a left eigenvector of Gy (w*, ¢ ) associated to the unique eigenvalue with negative real
part,

L_(¢) := " () (A% (w")) ™!

is a left eigenvector of H(¢) associated to the unique eigenvalue B(¢) with R3(C) > 0. Using
(4.62) we can write

=9

-1
Aznp(C) = det AYw*)L_(C) - [ AP (wor)] + ) i [F¥ (wyn)]
=1
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We make one more reformulation in order to relate the computation to one that is done
in [JL]. Set

(6.1) K (Q)=(Aw) " HOA (W) and () = Lo(OA(w").

We then have that

d—1
(62)  Aznp(d) = det A% (O)(A(w") ™ [ AP (won)] + 3 iy [FI (wo)] |
j=1

~ ~ ~

where ¢_(() is a left eigenvector of K_(() corresponding to the eigenvalue (3(().

For the explicit computation in the case of the physical equations it is advantageous
to let the state variable be w = (v,u,S,Y) where v = 1/p is specific volume, u is the
velocity, S is specific entropy and Y is the mass fraction of reactant. In these variables the
equations simplify and it is straightforward to compute (A°(w*))~! as well as eigenvalues
and eigenvectors of K_(().

The splitting of the state vector w = (V,Y)T into gas-dynamical and reactive compo-

nents induce block structures of (4°(w*))~! and K_(¢) of the form

L (Cct oo o _ [ B o0
(AO) = ( €21 vlgxs > 7 K_(g) B < f21 gIs><s ) ‘

Uuqg

Here o = A+ if) - @, where @ = (uy, ..., uq_1) is the transversal velocity, and C~1 and B(()
are the matrices corresponding to the case of a purely gas-dynamical (i.e. non-reactive)
shock.

In particular this implies that the calculation of eigenvalues of K_(é) is identical to
the calculation for the non-reactive Euler equations, which was performed in [JL] under

“Method 1”. The result is that K_(¢) has a (d+ s)-fold eigenvalue a/ugy, together with the
eigenvalues

(6.3) fa(() = eVl — il

I

Here ¢ = \/—v?p, (v, S) is the sound speed, and p = u?—c?. The function o — /a2 — 72
in (6.3) is taken to have its branch cut along the imaginary axis between =+i|f|/|u| and
such that it takes positive values along the positive real axis.

Since RA > 0 and O+ are evaluated at 0—, where the flow is sub-sonic, it follows thz}t

the unstable eigenvalue of K_ () is 8- (). Let the corresponding left eigenvector of K_(C)
be denoted by

0-(Q) = (6-(0)x=({)) eR" x R”.

Then ¢_(C) is the left eigenvector of B(C) corresponding to B_(C). The fact that both
%ﬁ_(é) and R\ are positive, while ug < 0, implies that X_((f) = 0. Recalling that the right
and left states of the gas-dynamical variable V' in a ZND detonation are the same as for
a Lax shock for the non-reactive Euler equations, and using the splitting of F7(V,Y’) into
gas-dynamical and reactive components, we conclude from (6.2) that Azyp(C) is identical
with the gas-dynamical Lopatinski determinant computed in [JL].
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Due to Galilean invariance we may set @ = 0. Evaluating the inner product in (6.2) by
using the Rankine-Hugoniot conditions for the von Neumann jump, we arrive at (see [JL]
for details)

C(Qugv?[p)

(6.4) Agnp(C) = — ~

{rws(@) + (1L - M2 (P —w)} .
where the flow variables are evaluated at 0—, and where

A
M:M’ w = — T = p

c g p(04)

and

s(w) = w + /M2w2 + (1 — M2)|7|2.

The coefliecient k is given in terms of physical quantities by

k=2+(1—-7r)MT,

where I' = vpg (v, S)/T is the Gruneisen coefficient. Finally, the coefficient C'(¢) is uniformly

~

bounded, as well as uniformly bounded away from zero, as ( varies over Si.

~

In order to analyze the zeros of Aznp(¢) we observe that its expression coincides (up
to a non-vanishing multiplicative factor) with that of the Chapman-Jouguet Lopatinski

determinant Acy(¢) in [JLW]. The only difference is in the meaning of the symbols: the
flow variables in Azy D(f ) are evaluated at 0— instead of at —oo, and the compression ratio
r is calculated using p(0+) (instead of p(0+) and p(—o0)).

The number and locations of the zeros of Acy(C) in the set gi were listed in [JLW]
by using the winding number analysis from [E2] and [JL]. For the details of this argument
we refer to [E2], [JL] and [JLW]. The breakdown of the various cases in terms of physical

quantities shows that Azxp(A, 7)) has:
e aroot (A7) € gi with Re A > 0 if and only if

1 1+M

@ T2 e

e at least one root (\,7) € gi with Re A = 0, but no root with with Re A > 0, if and
only if
1 1 1 1+M
b ——-1<7T —_—
®) <r—1>M2 S b Ve

e 10 root in gi if and only if

(©) T < <ri1>ﬂ;_1
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In particular, consider an ideal polytropic gas whose pressure law is given by p(p,e) =
I'pe. The Griineisen coefficient I" in this case is a fixed constant. A direct calculation shows

that ) )
T - _
= <7"— 1) M?

Thus, for an ideal polytropic gas Ay ND(j\, 7)) has no root in gi.

There is a similar breakdown for Agx J(f ) [JLW] and, again, for an ideal polytropic gas
S -
Ac (A, 1) has no root in S

Remark 6.1. This type of calculation has a long history dating back at least to work by
D’yakov [Dy] in the 1950s and Erpenbeck [E2] in the 1960s. Their calculations involved
a normal-modes stability analysis for shock-wave solutions of the equations of gas dynam-
ics and led to explicit criteria for stability/instability. However, as noted in [BE], these
calculations predicted instability in a parameter regime that was at that time inaccessible
to experiment. On the other hand, the instability of steady planar detonations has long
been observed in experiments. For example, the multidimensional spinning detonation was
observed as early as the 1920s [CW1, CW2]. Later experiments beginning in the 1960s con-
firmed that detonations often have a quite complicated structure including the well-known
pulsating or “galloping” front. The book [FD] contains a description of these experimental
studies.

Magda and Rosales ([MR], p. 1315) present evidence that spinning and pulsating det-
onations in miztures of hydrogen and oxygen (2Hy + O2) are associated with “radiating
boundary waves” associated with the weakly unstable regime (b) above.

7 Existence of curved detonation fronts

7.1 ZND fronts

In this section we prove the existence of curved ZND fronts by constructing them as
multidimensional perturbations of the planar fronts given by the ZND profile w(x). Given
an arbitrarily large finite time Ty and assuming nonvanishing of Aznyp, we show that
provided the initial perturbation vy(y’, z) is small enough, a ZND solution with initial data
w(x)+vo(y', x) and with a curved surface of discontinuity exists on the time interval [0, Tp].

The problem we must solve, already described in (2.25)-(2.28), may be written (recall

t=1o)

Al (w)wy, + A (w)w, = R(w)

S X, [F(w)], — [FYw)], =0 on S

(‘T) + vo(yla x)? X(()?y/) =0,

g
—~
p o
<
>
I
=
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where the free surface S is defined by x = X(¢,y’). This is a hyperbolic transmission
problem for the unknowns (w, X).

Letting x(z) be a test function identically one near x = 0, we flatten the surface with
the change of variables = 2 — k(2) X (t,4’) and rewrite the problem (dropping tildes and
stars):

(a) Aj(w)wyj + A4(w, D(kX))w, = R(w) in 2 >0

(0) 3" X, [F(w)] ~ [F4(w)] = 0 on & = 0

0
(€) w(0,y, x) = w(x) +vo(y',x), X(0,) =0,

where
d—1 '
(7.3) Al(w, D(kX)) == A4(w)(1 — & (2)X) — k() Xy, A (w).
j=0
The unknown w may be written
T(t. o
(74) w(t,y/,x): w ,y,fL’), = 7
w(t,y,z), <0

but we’ll often suppress the +; the same applies to w and vy and some other functions that
appear below.

Notation 7.1. 1. For Ty > 0 let Qg = [0, Ty] x R? and set Q%O = Qp, N{xx > 0}. Forw
as in (7.4) we say w € HP(Qq,) when w* € Hp(Qi) and define

(7.5) lw|p == ’er‘Hp(Q;O) + |w7’HP(Q;O)‘

2. Set wy, = Qrp, N {z =0} and for X(t,y') € HP(wr,) define

(7.6) (X)p = [X|ar(wr,)-
When both traces wt(t,y',0) € HP(wr,), we write w(t,y’,0) € HP(wr,) and define
(7.7) (w)p = (W) + (W)

The next theorem is our main nonlinear existence result. The proof will occupy the next
several subsections.

Theorem 7.2. Assume (H0)-(H4) and

(7.8) Aznp($) £0 for { € 5.
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Fiz Ty > 0, assume k > % + 2, and suppose vgt € Hk+1(@i) both vanish to order k — 1 at
z=0:

(7.9) FoE(y,0)=0,j=1,....k—1.

For e(vg) = |U8—’Hk+1(Ri) + ‘UO_|H1€+1(R¢1) small enough, there exists a unique solution
(w(t,y',x), X(t,y')) to the transmission problem (7.2) on Qg with

(7.10) w— € H(Qp,), (W —1)|emo € HF(wr,), X € H* Y wy,).

Remark 7.3. In order to have a piecewise H* solution as above, it is necessary to impose
compatibility conditions on the initial data at the “corner” wheret =0 and x = 0. To reduce
the technicalities we have chosen the simplest form for the compatibility conditions, namely
(7.9). One can easily allow initial data that is nonvanishing at x = 0 with no essential
changes in the arguments below (see [Met1], Defn. 4.2.2).

7.1.1 Two initial value problems

In the first step we ignore the transmission condition in (7.2) and solve away the initial data
using the classical theory of the initial value problem for Friedrichs symmetrizable systems
([Ma3], Chapter 2). We refer to Appendix A of [JLW] for the construction of a Friedrichs
symmetrizer (there called a Kawashima symmetrizer) for the interior ZND equations.

Let us rewrite (7.2)(a) more concisely as

(7.11) A(w, X)Dw = R(w).

Choose an extension of W™ (z) into = > 0, labelled w(x) in this section, such that w(z) €

C*® N L*® and
(7.12) A(@,0)Di = R(@) on Ry,

This involves solving the ODE (7.12) after modifying A¢ and R(w) in, say, + > 1. The
modification can be chosen to maintain the Friedrichs symmetrizability of (7.11). Next
choose an extension of vy (y/,z) into & > 0, labelled vy in this section, such that vy €
HF(R?) and

(7.13) |vol e+ (ray < Clvg | grsr e -
With these choices and modifications, solve the initial value problem on the whole space

(7.14) A + v1,0)D(i + v1) = R( + v1)
U1|t=o =19.

A slight modification of the argument of [Ma3], Theorem 2.1, yields, for small enough
[ | g1 (e y» @ unique solution

(7.15) v € C([-1,Ty], H*H1(RY) n CH([-1, Ty), H*(RY)) n H*1([-1, Ty] x RY)
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with
(7.16) |U1‘N S C|U0_’Hk+1(]R‘i) < CG(U()),

where N is the natural norm on the space in (7.15).

Similarly, by taking extensions of the original w' and var into z < 0, define an initial
value problem analogous to (7.14) for an unknown vy. For small enough |v{ | HEFL(RY) We
obtain a solution vy such that

(7.17) vl v < Clog [ grsi ey < Celvo)-

Finally, define v € H*"1([—1, 7] x R?) by

(7.18) . Va|a>0, >0
V1]a<0, <0

7.1.2 Forward transmission problem

We can now reduce to a transmission problem on [—1, Ty] x R? where all data is zero in ¢ < 0.
Denote the boundary operator on the left side of (7.2)(b) by B(w, X) and for v(t,y/,z) as
in (7.18) define

wu(t,y, z) = w(x) +v(t,y, z)
(7.19) [=B(u,0), t>0 -
b(p) := {07t<0 on z = 0.
Since
(7.20) —B(p, 0) = [p(w,v)v]

for some smooth ¢, the compatibility conditions (7.9) (together with the Moser estimates
stated below) imply

(7.21) b() € HE([=1,Ty) x R1) with [b(j0)|x < Ce(uo).
We shall look for a solution (w, X) to (7.2) where

(7.22) w=p+z

for a new unknown z. If we define B(u, z) by

B(u, z)(z,0X) =

T
L

(7.23) B(p+ 2, X) —B(p,0) = > X, [F?(u+2)] — [(/01 A+ sz)d8> Z] )

[
Il
o
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we see that (w, X) is a solution to (7.2) on Q7 if and only if (z, X) satisfies the following
forward transmission problem on [—1,Ty] x R%:

A+ 2, X)Dz = (A(s,0) — Al + 2, X)) Dy + R( + 2) — R(s)
(7.24) B, z)(z,0X) =b(n) onxz =0
2=0, X =0int<0.
We'll solve (7.25) by the iteration scheme
(@) A+ zn, Xn)Dzpt1 = (A(p,0) — A+ 25, Xpn)) D+ R(p + 2,) — R(1)
(7.25) (b)) B(p, zn)(2n+t1,0Xpy1) = b(p) onx =0
(€) z2p+1=0, Xpy1=0int <0

where zg = 0, Xg = 0.

7.1.3 Norms for iteration; induction step.

First we define the norms used to prove convergence of the scheme (7.25). Set O :=
[—1,Tp] x R and bO := O N {z = 0}.

Definition 7.4. 1. Let 0 = (04, 0,). For p a nonnegative integer and v > 1 set

P
|2lpy = > AP 1e 0 2| 120
=0
p . .
(2o = D PN "V 22 0),
=0

(7.26)

where the sum over 2% in both cases is understood. (X),., is defined similarly.
2. Let D = (O, 0y, 0x). Set |uls := || (o) and let

(7.27) |z, X||* := |2, Dz, X,0X,0° X |,.
3. Define
(7 28) HZaXH;;,'y = ’Z|p7’Y+ <Z?X7 aX)pKY
12, Xllpy = |2, XH;W + |022|p-1,4 + ’832'|p—2,“/~
Observe that
1
(7.29) |2p-1,4 < ﬂzypn-

The following version of the standard Sobolev estimate will also be useful:

(7.30) Sobolev estimate:  |z|. < C(v)(|z

d
py T 10z2]py) for p> 9

;From (7.30) we deduce the estimate

d
(7.31) l2, X" < C1(N)llz, Xllwy for k> 5 +2.

The following Proposition, proved below, is the basis for the induction argument.
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Proposition 7.5 (Higher derivative estimate). Consider the linear transmission prob-
lem (7.25) for the unknown (zny1, Xny1). Assume k > 0, let €(vg) be as in Theorem 7.2,
and recall p = w +v. There exist positive constants d, ~o such that if

(7.32) €(vo) < 6 and ||zn, Xpn||* <6,
then for v > g the unique solution of (7.25) satisfies

lZn+1, Xntilley <

(7.33)  C(k )
%) Vo Xl + €O zmets Koo | (lzms Xallon + [0llis) + Caly) i (e(v0),

where i (s) is a continuous increasing function with ®4(0) = 0.

Assuming the above Proposition for a moment, we prove

Proposition 7.6 (High norm boundedness). Let k > 4 +2 and let o, &, and Ca(7)
be as in Prop. 7.5. There exist constants v > o and 61(y) < § such that for v > v and
€(vo) < 01(y) we have for all n

(@) [[zn, Xnll* <0

(7:34) (0) ll2n, Xnllty < 2Ca(7)@i(e(v0)).

Proof. The statement holds for n = 0; assume it holds for a given n. Let a, = ||zn, X,
Together with ||v[|x, < C(k)e(vo), the estimates (7.31), (7.33), and (7.34)(b) imply

koye

i1 < Cﬁzcmm(e(vom

C(k)Cr(7)an+1 [2C2(7)Pr(e(vo)) + €(vo)] + C2(7) Pr(e(vo)).-

(7.35)

First choose 1 such that 2C(k)/,/71 < % Then for any v > 71 choose d1(y) < § such that

(7.36) C(k)C1(7) [2C2(7) @r(e(v0)) + €(vo)] < 3 for €(vo) < d1(7)-

Wl

Thus for v > ~1 and €(vg) < 01(7y) we have

(7.31) i1 < 5Co(0)B(e(t0) + gans1 + Ca()Balelen)),

which is equivalent to (7.34)(b) for n + 1:
(7.38) | 2n41, Xng1llky < 2C2(7)Pr(e(vo)).

Applying (7.31) and (7.38) and reducing 61 (7y) if necessary, we arrange (7.34)(a) for n + 1.

The choices of v; and d1(y) are independent of n.
O
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7.1.4 Azyp and the main linear estimate.

In this section we discuss the L? estimate for the linearized transmission problem on which
the proof of Proposition 7.5 is based. In the process we’ll clarify the role of Aznp (4.60),
(4.62) in the argument.
With g = w+ v, A, and B as in (7.25), we consider the following linear problem for the

unknown (z, X):

(a) A(u+2,X)Dz= f on O
(7.39) (b) B(u,2)(z,0X) = g on bO

(c)z=0, X =0int < 0.
Theorem 7.7 (L? estimate). Assume f € L*(O) and g € L*(bO) both vanish in t < 0,
and assume

2 =d
(7.40) AZND(C) 7é 0 on S+.

Fiz K > 0 and suppose ||v, 2, X||* < K. There exists a positive constant 0y such that if
(7.41) lv, 2, X,0X|, < do,

then the problem (7.39) has a unique solution (z,X) € L?*(O) x HY(bO). Moreover, there
exist positive constants C and g such that for v > ~o:

1
(7.42) Ao+ (2 X, 0X)2, < C <7|f 2 <g>%n> -

Proof. 1. We shall carry the proof to the point where results of [Met1, Met2] can be applied.
It will be helpful to have the explicit formulas for A and B:

(7.43)
) d-1 o d-1 o
A(p+2X)Dz =Y Al(u+2)02z+ | Ap+2)(1 - K (2)X) - k(z) Xy, A (p+ 2) | Opz
§=0 §=0
d—1 1
Z)(z = [FY z)| — d sz)ds | z| .
B0 )(2:0X) = 3 Xy [P+ ) ([ At sras) 4

2. The main step in the proof of Theorem 7.7 is to obtain an a priori estimate of the
form (7.42) for C*° compactly supported z and X, where f and g are now defined by the left
sides of (7.39)(a),(b). The result then follows by a duality argument as in [Met1], Theorem
3.1.1.

For z supported away from x = 0, the estimate

C
(7.44) Yzl§, < ;m%ﬁ

can be proved using the Friedrichs symmetrizability of A by a simple integration by parts
as in [CP], Chpt. 7, Thm. 4.1. In this case the estimate

(7.45) (X, 0X)04 < Clg)os
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follows directly, when dp in (7.41) is small enough, from the linear independence of the

jumps [F7(wyn)], 5 =0,...,d— 1. That in turn is a consequence of (7.40); the last column
of (4.60) is nonvanishing for all ¢ € gi.
The argument is much more involved in the case when z has support near z = 0,

and requires a Kreiss symmetrizer [K| of the type first constructed for shock problems in
[Mal]. Two conditions are needed for the construction of the symbol of the paradifferential
symmetrizer: the block structure condition ([Met2], Defn. 1.2), which is a condition on the
frozen coefficient matrices Gi (¢4, é ) defined below, and the uniform Lopatinski condition.
3. Uniform Lopatinski condition. Consider again the definition of Azyp. With B

as in (7.39) the boundary condition in (4.56) may be written

d—1

(7.46) Bwy,0)(w,dg) = Y 0;0[F? (wyn)] — [A%(wyn)w] = 0.
§=0

Define B using the boundary condition in the transformed problem (4.57):

d—1

(747)  B(wyn,0;¢) (1, §) := ¢ [ ALF(won)] + Y i [FY (wyn)] | = [A%(won)id].
j=1

Letting 5_(w*,f) denote the n — 1 + s dimensional decaying generalized eigenspace of
Gi(w*,¢), we may rephrase assumption (7.40) in the equivalent form

(7.48) B(wyn,0;¢) : £~ (w*,¢) x C — C™* is an isomorphism for all ¢ € gi.

Denote by A(q+)D (resp., B (q&, q°) the constant coefficient operators obtained by freez-
ing

(7.49) (1w + 2 — wyn, K X, k0X) (resp., (1 — won, 2))

in (7.43), where the subscripts on ¢ (resp., ¢") distinguish the cases =2 > 0 (resp., right and
left sided limits at = 0). Parallel to (4.57) we now Fourier-Laplace transform the frozen

problem. Define G1(q4,() as in (4.57) by rewriting the transformed problem with 2’ on the

left and let £~ (g4, () be the corresponding decaying (for £z > 0) generalized eigenspaces.
By continuity (7.48) implies that there exists a 9 > 0 such that for

(7.50) |45 9-,4%, 92| <
E(qy,C) is trivial, £ (q_,¢) is n — 1 4 s dimensional, and
(7.51) lg(qg,qg; () : € (q—,{) x C — C™** is an isomorphism for all ¢ € gi,

where l’;’(qg,qo_;(f) is the obvious analogue of the operator in (7.48). Condition (7.51) is
called the uniform Lopatinski condition for the problem (7.39).

4. Block structure. Theorem 1.3 of [Met2] implies that when A(u + 2,0X)D defines
a symmetrizable hyperbolic system with noncharacteristic boundary matrix A% (7.3) and
characteristics of constant multiplicity, the block structure condition is satisfied. Thus, our

40



assumptions (HO), (H1), and (H3) imply that for dy (7.50) small enough, the block structure
condition is satisfied by the matrices Gy (g, ¢ ).

The a priori estimate (7.42) is now proved for z supported sufficiently near z = 0 as in
[Met1], Thm. 2.1.3. The Lipschitz condition |jv, Z, X||* < K provides the regularity needed
to use the paradifferential calculus to transfer the argument from the symbolic level to the
operator level.

O

Remark 7.8. In the proof of Proposition 7.5 we shall use the following slightly weaker L?
estimate for solutions of (7.39):

(7.52)

1
tlom + (2, X,0X )0, < C (\ﬁf\o,y i <9>0,~/) |

7.1.5 Higher derivative estimates.

Proof of Proposition 7.5.

1. Preliminaries. We recall that u = w+wv for v as in (7.18). In view of (7.16), (7.17),
any norm of v that appears below is dominated by C(k)e(vg). Observe that the case k = 0
follows directly from (7.21) and (7.52).

In the argument below ® = ®(v, Dv, z,) will denote a C* function, which may change
from term to term, of @, @’ and the arguments shown. An expression like

(7.53) O = &(v, Dv, z,)(z,0X)

indicates linear dependence on the last two arguments.
The main extra tool we need for the higher derivative estimates is the following weighted
version of the standard Moser estimate ([G], Lemma 2.1.2).

Lemma 7.9 (Moser estimates). For k € N ={0,1,2,...} let oy + -+, < j < k,
a; € N. Then

T
0,7 < CZ |wi|k,7 H |wj‘*

i=1 j#i

(7.54) PO wr) - (9 wy)

Remark 7.10. If ki(x) is any C*° compactly supported function such that K1k = K, we
have

(7.55) A(w, D(kX)) = A%w, D(kk1X)).

Thus, in the following estimates we may replace all front terms, X, or Xpi1, by k1 X, or
K1 Xnt1. Although we suppress the k1 below, we shall always make this replacement. With
this convention observe that the L? estimate (7.52) gives ezactly the same interior and trace
control over (X,0X) as it does over z. This allows us to treat z terms and front terms in
the same way in both interior and boundary Moser estimates.
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2. Tangential higher derivative estimates. The first step in proving (7.33) is to
show

C(k
it Xl < S i, Xl
™56
D e Xl + OOt K" (Xl + oller) + Cor) (o).

where [|zn+1, Xnt1|l),, as in (7.28).
Let us write the interior equation (7.25)(a) as

(7'57) A(/" + Zn, Xn)ZnJrl = (I)(U7 D, Zn)(zna aXn) = fa-

To estimate ||zn+1, Xnt1ll}, ., we apply the L? estimate (7.52) to the problem satisfied by
Y109 (2p41, Xns1), 5 < k. Commuting v¥=737 through (7.25) and applying (7.52) we
obtain

'Yk_j‘ajzn-i-l ’0,7 + 'Yk_j<ajzn+1, 8an+1, aja‘Xn—H)O,'y

C o . .
(7.58) < Vi (vk 7 faloq + 7" |[A G + szn)Daaj]szrl‘O,'y)

+C (579 @b(1)0s + 1 (Bt 7). ) (041, 0Xne1)or )

In view of (7.21) the b(u) term is dominated by Ca(y)®x(€e(vp)). In estimating the remaining
three terms on the right we’ll use the following notation:

Notation 7.11. 1. For s € {1,2,3,...} and a function u with components u;, denote by
0<*Zu the set of products of the form (0°'u;,) ... (0% u;,.) where s1 4+ -+ + s, = s, s; > 1.
If s =0, set 0<0>u = 1.

2. Denote by p(s) some positive power of s which may change from term to term.

The interior commutator in (7.58) is dominated by the product of % with a sum of
terms of the form

(7.59) V3100 (v, 2, Xy DX )0 Dznya o, with 745 =4, 5 < j.

When r # 0 we rewrite (7.59) as

(7.60) V=310V A(v, 2, Xy 0X,)0° D2y lo

and apply the Moser estimate (7.54) with k replaced by k — 1 to find that (7.60)<

(7.61)
C(k)p(H’U, Zny X, aXTL”*)‘z’I’L—Fl

ky + C(R)p(||v, 20y Xy OXn ") | 204111 [0, 20, Xy OX [k -

In view of (7.32) the product of this with % is dominated by the right side of (7.56). The

treatment of the case r = 0 and of the f,, term in (7.58) is similar but easier.
The boundary commutator in (7.58) is dominated by a sum of terms of the form

(7.62) A=D1, 2,)0% (201, 0Xi1) )0y With 7+ 5=, s < j.
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The case r = 0 is easily treated using (7.29). When r # 0, rewrite (7.62) as

(7.63) V@O0, 20) 0% (2n 41, 0Xn41))o -

Applying the Moser estimate with k replaced by k — 1 we find (7.63)<

(7.64)  CR)p(|v, znls)(zn41, OXng1)k—14 + CR)P(|0; 20 )20 41, OXnpa [« (0, Zn) ks

which is again dominated by (7.56).
4. Normal derivative estimates. We still need to estimate |0,2p+1|k—1,, and
‘8§Zn+1|k—2,'y- Let

(7.65) U = U(v, Dv, 2, Xp, 0X5)

denote a C*° function, which may change from term to term, of w, @’ and the arguments
shown. Noting that A%(z,u + 2., Xn,0X,) (7.3) is invertible when ¢ in (7.32) is small
enough, we may rewrite the interior equation (7.25)(a) as

(7.66) Orzn+1 = Y (v, Dv, zn, Xp, 0X3) (20, 0X,) + ¥(v, Dv, 2y, X, 0X ) 02041
The term |V(v, Dv, 2, Xpn,0Xp)02%n41|k—1,4 is dominated by a sum of terms of the form
(7.67) A=W (v, D, 2, Xy 0X0)0°02n1 10, Where r+5 =35 <k — 1.

The Moser estimate implies (7.67)<

(7.68) C(k)p(|v, Dv, zn, Xn, 0X0|«) (|2nt1lky + [02n41]4|v, DV, 25, X, 0 X |k—1,4) -

The estimate of |2,41| in the previous step shows this is compatible with (7.33).
Finally, the estimate of the first term in (7.66) and the estimate of [8%zp1|k—2,, Ob-
tained by differentiating (7.66), are both quite similar to previous steps. This concludes the
proof of Proposition 7.5.
O

7.1.6 Contraction in the L2 norm.

In this section we finish the proof of Theorem 7.2. Setting
(7.69) Zp, = (2n, Xn,0Xy)
and considering the difference of the problems (7.25) satisfied by Z,, and Z,,1 we find

A(p+ zn, Xn)D(znt1 — 2n) = Y1(v, Dv, Dzy, Zy, Zn—1)(Zn, — Zn—1)
B(py zn)(znt1 — 20y 0Xnt1 — 0X3) = ¥2(v, 2n—1, Zn) (20 — 2n—1) ==

— (Bt 2n) — B(pt, 2n-1)) (20, 0Xy),
Zntl1 —2n =0, Xp41 — X =0int = 0.

(7.70)

where 1 and 15 are smooth functions of w, @' and the arguments shown.
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The iterates satisfy the uniform estimates (7.34) for a k such that k& > % + 2. Set
(7.71) Cnt1 := Zny1 — Zn and [[|[Gallloy = [Cnloy + (Cn)oy
and apply the L? estimate (7.52) to (7.70) to obtain
(7.72)
1 1
Gl < € (2120 = Zuclos +1Zuk(ou = 7)o ) < € (= 12l )l

0,7

where we have used the special form of 9. Since we can estimate |Z,|. by the Sobolev
estimate (7.31), we conclude from (7.72) and (7.34)(b) that the iterates Z,, converge in the
Il - lllo,y norm, for a fixed v > 7 large enough and 0 < €(vg) < d1(7y) small enough, to some
(z,X,0X). In view of the estimates (7.34), a standard argument using interpolation and
weak convergence shows that (z, X) satisfies the nonlinear error problem (7.24) and satisfies
the estimates (7.34).

This concludes the proof of Theorem 7.2.

Remark 7.12. 1. The key role of Aznp in this finite time existence question might be
understood vaguely as follows. Finite time existence of slightly perturbed fronts is governed
by stability in the high frequency regime. High frequency perturbations encountering the von
Neumann jump cannot “distinguish” w(x) from w*. Taken together, Theorems 5.1 and 7.2
support these statements.

2. As a check on the validity of the physical ZND equations, it is worthwhile to show that
the Y -component of the solution w derived in Theorem 7.2 remains physically meaningful,
0 <Y <1, for all times during the interval of existence [0, Ty|, provided this is true at time
zero. This is shown in [Cos] by analyzing the reaction equation and using the observation
that Y remains continuous across the front S. The latter property may be deduced from the
Rankine-Hugoniot conditions together with the fact that g/ (V') is equal to the first component
of f7(V') in the case of the physical equations.

7.2 Chapman-Jouguet fronts

Consider now the Chapman-Jouguet system (2.29)-(2.33) for the unknowns (V;, X). With
@’ = dff we consider, parallel to (7.2) the equivalent fixed-boundary transmission problem

d—1
(a) > @ (V)Vy, + AUV, D(kX))Va =0in £ >0
§j=0
(7.73) d-1 _ .
(b) Y Xy, [F(w)] — [fYw)] =0onz=0
j=0
(C) Vv 073/; .f) =0+ 'Uo(y/,.%'), X(Oa y/) =0,
where
~ d_l .
(7.74) ANV, D(kX)) = a*(w)(1 — &' (2)X) =Y k(2)X,,d (w).
§=0
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Theorem 7.13. Assume (H0)-(H}) and
(7.75) Acy(E) #0 for (e S

Fiz Ty > 0, assume k > g + 2, and suppose v(jf € HkH(@i) both vanish to order k — 1 at
z=0:

(7.76) PuEW,0)=0,j=1,...,k—1.

For €(vg) = |U§L]Hk+1(Ri) + ‘UO_|H1€+1(R¢1) small enough, there exists a unique solution
(V(t,y',z), X(t,y')) to the transmission problem (7.73) on Qr, with

(7.77) w—w € H*(Qg,), (w— )]0 € HF(wr,), X € H* Y wrp,).

Proof. 1. Preliminaries. The proof is almost identical to that of Theorem 7.2, but there
are a few things to check because now, in contrast to the ZND system, the definition of the
fluxes fj changes discontinuously across the front (recall Remark 2.6). We construct the
n-vector V of the form

(7.78) Vit,y,z) =0+t y,x)+ 2ty ,x) = ult,y,x) + 2(¢, v, 1)

for © as in (2.16), where v is defined as in (7.18) using the solutions (vi,v2) to a pair of
initial value problems, and z is the solution to a forward transmission problem. In place of
(7.43) we have now

(7.79)
~ d—1 ‘ ~ d—1 ~ ‘
Alp+2X)Dz=>Y @ (u+2)0;z+ [ a(u+2) (1 — k' (2)X) =Y r(2)X,,d (n+2) | 0z
0 i=0
dj—l _ 1 4 j
Bl (51 0X) = 32, [+ 31 - ([ s s2pas) <.

2. Friedrichs symmetrizer. By (H4) there exists a Friedrichs symmetrizer s(V') for
the a/ (V). Using (3.5) we see that s(VYM~Y(V) is a symmetrizer in x > 0 for the a/,
j=0,...,d—1 and for A%. Thus, parallel to (7.14) we may now define v5 on O by

A(D + v9,0)D(? + v2) =0

(7.80)
v2)t=0 = o,

after taking appropriate extensions as before into x < 0; v; is defined similarly.
3. L? estimate. Let H(q+,() and B(q%,¢";¢) be the frozen coefficient operators
obtained from (7.79) just as Gy (g, ¢ ) and B(qg, q°;¢ ) in the ZND problem were obtained

from (7;43)' Now w,n in (7.49) is replaced by . Also, let H(q4,() be defined just like
H (g, (), but where @’ is replaced by a’ for all j. Since @ = a/ in x < 0 and &/ = Ma’
(3.5) in > 0 we have

~ ~ ~

(7.81) H(q+,¢) = H(q+,¢).
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As before hypotheses (HO), (H1), and (H3) imply that for some dg > 0, the block structure
condition is satisfied by the matrices H (g4, () for

(782) |q+7qqu9,-7q0—| < 50‘

Hence the same is true for H(q,¢).

Similarly, since the decaying generalized eigenspaces for H (g, é ) are the same as those
for H(q+, é ), we conclude by continuity that nonvanishing of A¢; implies for §p small enough
that the frozen problem defined by (H (¢, ¢ ), B(q?r, ¢ )) satisfies the uniform Lopatinski
condition. The L? estimate (7.42) now follows as before.

4. The remaining arguments are identical to those in the ZND case.

O]

Remark 7.14. Short time existence results for curved ZND and CJ fronts are proved by
similar methods in [Cos]. There the size of the initial perturbation is limited only by the
need to satisfy the block structure and uniform Lopatinski conditions at every stage of the
iteration.
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