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Abstract

We develop a class of Hamiltonian-preserving numerical schemes for high fre-
quency elastic waves in heterogeneous media. The approach is based on the high
frequency approximation governed by the Liouville equations with singular coef-
ficients due to material interfaces. As previously done by Jin and Wen [10, 12],
we build into the numerical flux the wave scattering information at the interface,
and use the Hamiltonian preserving principle to couple the wave numbers at both
sides of the interface. This gives a class of numerical schemes that allows a hy-
perbolic CFL condition, is positive and [*° stable, and captures correctly wave
scattering at the interface with a sharp numerical resolution. We also extend the
method to curved interfaces. Numerical experiments are carried out to study the
numerical convergence and accuracy.

1 Introduction

The propagation of waves in elastic solids plays an important role in seismology. In this
paper, we are interested in the high frequency elastic waves in two space dimension,
which, in the high frequency limit, are governed by a system of Liouville equations [22]:
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5; 4 ViH, - Vid® — Vi, - Via® = 0, (1.1)

where x,k € R?, a?, a® are the phase space energy densities for P-wave and S-wave
respectively and the Hamiltonians H, and H, possess the form

H,(x. %) = X[kl Hy(xk) = (x)]k] (1.2)
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with

(x) = (A(x) +2u(x))/p(x) and  ¢*(x) = /u(x)/p(x)

being the local wave speeds respectively for longitudinal wave (P-wave) and transverse
shear wave (S-wave). Here A(x) and p(x) are the Lamé parameters and p(x) is the
density. We are concerned with the case when ¢?(x) and ¢*(x) contain discontinuities
but have bounded variations due to different media. This discontinuity will generate an
interface, and as is well known, P and S wave modes interact at this interface, namely,
a P-wave with wave number k can scatter into a S-wave with wave number p with the
same Hamiltonian, i.e.

”(x)|k| = ¢*(x)[p], (1.3)

and vice versa.

Following [10] and [12], we construct a numerical scheme which is effective to deal
with the mode conversion between P-wave and S-wave at the interface, with computable
energy partition coefficients [2]. The idea is to build the wave behavior at the interface,
which involves the scattering matrix, into the numerical flux, and use the Hamiltonian
preserving condition (1.3) to determine wave numbers on one side of the interface from
the other side. The scheme, similar to that in [12], allows a typical hyperbolic stability
condition At = O(]Ax],|Ak|) with Ax = (Az, Ay) the mesh size in physical space
(likewise for the definition of Ak) and At the time step, under which the positivity and
[ stability are also established.

We will start with the full physical model of elastic waves in 3D and show how it
can be reduced to the two dimensional plane-strain model. This is a reasonable model
for plane waves propagating through a three-dimensional elastic body in cases where
there is no variation in the z-direction, for example, if the x-y plane is a representative
slice through a three-dimensional solid with essentially infinite extent in the z-direction,
which may occur in modelling large scale seismic waves in the earth.

There are a lot of well developed theories for elastic waves in both homogeneous
and heterogeneous media, see [1], [2], [4], [7], [14]. Many numerical methods have been
introduced to handle effectively wave propagations through heterogeneous media, in-
cluding acoustic waves and elastic waves, see the recent works [16, 18, 25] and references
therein. Our approach bears some similarity with the immersed interface method [17],
in that the interface condition is built into the numerical flux. Unlike these earlier
works, which were most effective for low frequency waves, our approach is advanta-
geous for high frequency elastic waves. Using the high frequency limit, the Liouville
equations, our numerical methods do not need to resolve the short wave length.

For analytic study of high frequency limits of waves through interfaces or boundaries,
with transmissions and reflections, we refer to [3, 19, 23].

This paper is organized as follows. In Section 2, we introduce the physical model
of elastic wave in 3D and 2D, and its behavior at an interface. The high frequency
approximation by the Wigner transform and by the WKB expansion are presented in
Section 3. In Section 4, we illustrate the principle to design our numerical scheme
and the detailed algorithm, and prove its positivity and [*° stability. This method is



extended to curved interfaces in Section 5. Numerical examples are given in Section 6
to verify the convergence and accuracy of the scheme. We conclude in Section 7.

2 Elastic waves in physical space and their behavior
at an interface

2.1 Elastic waves in physical space

The 3D equations of motion for small displacements u(t, z) = (u1, us, u3) of an isotropic
elastic medium are given by

0?u; 0 , 0 ou;  Ouy .

where p(x) is the density, A(x) and p(x) are the Lamé parameters of the medium.
In the homogeneous medium, A and p are constants independent of x. So we can
write (2.1) in a vector form:

0%u )
Pop = A+ p)V(V-u) + puVou. (2.2)
For plane waves, the function
u(x,t) = f(x-p—ct)d (2.3)

represents a wave propagating with phase velocity ¢ in the direction of the unit vector
p, while d is a unit vector that defines the direction of the displacement.
Substituting (2.3) into (2.2) and obtaining :

[(A+p)(p-d)p + pd — pd]f" (x - p — ct) = 0. (2.4)

Hence
A+ m)(p-d)p + (u— pc?)d =0, (2.5)
Since p and d are different unit vectors, Eq.(2.5) can be satisfied in two ways only.
One way is to set
d = £p,
Eq.(2.5) then yields
= (") = (A +2u)/p. (2.6)
In this case the motion is parallel to the direction of propagation, and the wave is

therefore called a longitudinal or L. wave (primary wave, i.e. P-wave in some context).
If d # £p, both terms in (2.5) have to vanish, yielding

p-d=0 and ¢ =(c*)?=u/p. (2.7)



Since now the motion is normal to the direction of propagation, the wave is called a
transverse or T-wave (secondary wave i.e. S-wave in some context). Usually we choose
the xy-plane to contain the vector p, and consider transverse motions in the xy-plane
or normal to the xy-plane. It is called “vertically” polarized transverse or TV(SV) wave
if the wave motion in the xy-plane is transverse, while a wave motion normal to the
xy-plane is called a “horizontally” polarized transverse or TH(SH) wave.

Hence if only in-plane motions are considered, one can reduce the full 3-D model
into the model in two dimensional plane by setting d/0z; = 0 and uz = 0 in Eq.(2.1)
to get:

82U1 . 0 8u1 8’&2 8u] 8u1
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This system, incorporating both P-wave and SV-wave in plane, is particularly named
plane strain model, which is the focus of our study in this paper.

2.2 Behavior of elastic waves at an interface

It is well known that when an incident longitudinal wave (P-wave) hits an interface of
two solids, it gives rise to the reflection and transmission of both a longitudinal and a
transverse wave. This wave-splitting effect happens also for an incident transverse wave
(S-wave). Here we concentrate on the reflection and transmission of P-SV wave across a
solid-solid interface in the plane. The complete system of incident and scattered plane
P-SV waves is shown in Figure 1. The associated scattering matrix is

PP SP PP SP
PS S8S PS SS
PP SP PP SP
PS 88 PS SS

(2.9)

in which each entry means the ratio of displacement amplitude when wave splits, which
can be obtained from the continuity of displacement and traction. Each column of
the scattering matrix represents the four waves scattered away from the interface by a
particular type of incident wave. The details in manipulation of these 16 coefficients
can be found in [2]. Below we present the expressions for the first two columns of (2.9)
which will be used later in our numerical scheme:
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Figure 1: The complete system of incident and scattered plane P-SV waves hitting the
interface. Short arrows show the direction of particle motion; long arrows show the direction
of propagation.
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where o = /(Ax + 2ux)/pr, Bx = \/tk/pr, k = 1,2 which indicates the different

materials around the interface. i, io stand for angles of incident and transmitted P-
waves; ji, jo stand for angles of incident and transmitted S-waves, p = (sini)/a =
(sinyg)/B is called ray parameter, a parameter of a whole system of rays. Repeatedly

used variables a, b, ¢, d, E/, F', G, H, D are given by:
a = pa(1 —265p%) — pr(1 = 26p°), b= pa(1 = 205p%) + 2p1 7D,
¢ = pi(1 = 267p%) + 2p2050°, d = 2(paf33 — p137),



and

CoS 11 COS 19 COs J1 COS jo
E=b +c , F=b +c ,
aq Qg b1 Bo
COS %1 COS Jo COS 19 COS J1
G=a—d , H=a—-d ,
ar [ ay B

D = EF + GHp”.

The expressions for the next two column of (2.9) can be found symmetrically.
The reflection and transmission coefficients presented above were for displacement.
It follows that the energy flux satisfies:

P11 COS Ty = p1Qry COS zl(PP)2 + p1/1 COSjl(PS)Q

H . (2.11)
+ pacry cos ig(PP)? + pafa cos ja( PS)?

for the scattered wave system given by the first column of (2.9) and it is similar for the
rest of it. So we put all the energy coefficients in the following matrix:

\PP|2 |5’P\2a1 cos?l |Pp2p1a1 COS’L:1 |SP2p1a1 cosi'l
B1 cos j1 P22 COS 2 p232 cos ja
<. cos j N . . cosj ‘2 cos j
PSP B1 a 13812 12E p151 B 1812 P11 g
Q] COS i1 P20 COS i 232 cos j2 (2 12)
NEN Q2 COS ¢ NN Q2 COS ¢ PN 4 s 6 (U COS T '
|PPRER2ERE gpp A2 TR 2 PP PP 22En2
P11 COS i p131 cos j1 B2 cos ja
NN cos j [N cos j PN cos j 4 s
L 153
p1ag cosiy 131 cos j1 Q2 COS 12

where the entries of each column will be added up to one and it displays the partition
of the energy as the wave splits. In the rest part of this paper, we always use the
notation BEF, BES BEP . BES to present the energy coefficients for the scattering of
P-wave (notation is similar for S-wave) in the first column of (2.9) or the third, which
depends on the direction of incidence. Here, S5 is the reflection coefficient from a
P-wave to a P-wave, for example.

3 High frequency approximation for elastic wave in
phase space

3.1 Approximation from the hyperbolic system

To study the high frequency approximation for elastic wave, introduce the following
new variables:

EMZ- an ..
=1,2.

P = )\divu, gz = 1:61‘, €ij = /L(



So (2.8) becomes:

;L (9p 0eij
p& N @xz * 5 893]-
.08 O

b= \divé

Let w = (&1, &2, €11, €92, €12, P), (3.1) can be written as a symmetric hyperbolic system

D o =0, (3:2)

with initial data
w(0,x) = wp(x), (3.3)

where the 6 x 6 matrix A(x) = diag(p, p, 1/2u,1/2u,1/p,1/X) and Dy, Dy are constant
and symmetric with entries either 0 or 1. Define the dispersion matrix L(x, k) by

L(x,k) = A7 (%)Y kD,

0 0 kl//) 0 k2/ﬂ /ﬁ/P

0 0 0 kofp ki/p ka/p (3.4)
2wk 0 0 0 0 0
- 0 2uks 0O 0O 0 0
Ak1 o Ak 0 0 0 0

Its eigenvalues are:

wp = 0 with multiplicity two,
=+cPk|, wl==xK| (3.5)

with the corresponding longitudinal and shear speeds given by (2.6) and (2.7).

In the high frequency regime, we assume that the coefficients of the matrix A(x)
vary on a scale much longer than the scale on which the initial data vary. Let € be
the ratio of these two scales. Rescaling space and time coordinates (x,t) by x — ex,
t — et, (3.2) and (3.3) become:

8“’6 ZD 8“’6 - (3.6)
w(0,x) :Wo(§) or W0(§,X). (3.7)



Note that the parameter € does not appear explicitly in (3.6). It enters through the
initial condition (3.7). Particularly, we are interested in the initial data of the standard
geometrical optics form
. Sg(x)
u.(0,x) = Ag(x)e’ . (3.8)

Correspondingly we will have the initial data (3.7) for (3.6). We will discuss the detailed
form of this initial data later for the use of our numerical computation.

Following [22], the high frequency limit can be studied using the Wigner distribution
matrix We:

1

Wiexi) = () [eRrwix- gty 69

where n is the space dimension and w* = w' is the conjugate transpose of w. Although
W€ is not positive definite, it becomes so in the high frequency limit as ¢ — 0.
Let
WO (t,x, k) = lim We(t, x, k).

e—0

Since the dispersion matrix L(x, k) is self-adjoint with respect to the inner product <
, >4 le. < Lu,v > =< u, Lv >4, all its eigenvalues w, are real and the corresponding
eigenvectors b7 can be chosen to be orthogonal with respect to <, > 4:

L(x,k)b"(x,k) = w,(x, k)b (x,k), <b",b’ >,=0d.5
For the simple eigenvalue w,(x, k), one defines the matrices B™(x, k) by
B7(x,k) = b"(x,k)b™(x, k)

so the limiting Wigner matrix W (¢, x, k) has the form

WOt x, k) = zm: a” (t,x,k)B7(x, k) (3.10)

T=1
and the scalar function a”(t,x, k) determined by projection:
a” = Tr(AW©*AB") (3.11)
satisfying the Liouville equations in the phase space [22]:

oa™
ot

+ Viw; - Vya” — Vyxw, - Via” = 0. (3.12)

In two space dimension, n = 2, the eigenvalues in (3.5) have corresponding basis of
eigenvectors bl , b, b% j = 1,2. Here the eigenvectors b, b%? correspond to the non-
propagating modes because wg; = wpa = 0. The eigenvectors b’ represent the forward
and the backward longitudinal modes, the P-waves, which propagate with the wave
speed c?. The eigenvectors b represent forward and backward transverse modes, the
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S-waves, which propagate with the wave speed ¢®. Hence without loss of generality, we
can neglect the non-propagating modes and write the limit Wigner distribution matrix
WOt x,k) as

WO (t,x, k) =a” (t,x,k)b" (k)b% (k) + a” (t,x, k)b” (k)b (k)

+ a’, (¢, x, k)b% (k)b (k) + a® (¢, x, k)b® (k)b* (k). (3.13)

The scalar functions o’ and a” are related by d” (¢, x,k) = a” (¢, x, —k) and similar for
a’.. They satisty the Liouville equation :

a;; + P (x)k - Vya, — [k|Vi(x) - Vid? = 0 (3.14)
aaﬁr s 3 s s s
Y + *(x)k - Vya® — |k|Vye®(x) - Via = 0. (3.15)

The spatial energy density for the solutions of (3.6) is given by

EX(t,%) = —(AX)w.(t,x), w.(t, %))

(3.16)
/Tr x)We(t,x,k)) dk
and the energy flux by
1
Ff(t,x) = §(Diwe(t,x),we(t,x))
; (3.17)
-2 / Te(D;We(t, x, k)) dk.
When € — 0, the high frequency limit of F<(¢,x) and F¢(¢,x) are :
/ Tr(A(x)WO(t, x, k)) dk
(3.18)
= /((ﬁ(t,x, k) +a’ (t,x,k)) dk
and
F(t,x) — / k(P () (1, %, k) + ¢ (x)a’. (£, x, k) dk. (3.19)

Therefore, o', and a5 can be interpreted as phase space energy densities (their non-
negativity can be obtained from the non-negativity of W () and we aim at computing
their zeroth moments which are summed to be the spatial energy density F(t,x) after
we solve the Liouville equation (3.14) and (3.15). Note that (3.14) and (3.15) are
decupled in homogeneous media.

The computational challenge arises with discontinuous wave speed c¢? and c¢*, cor-
responding to non-homogeneous media where the two Liouville equations (3.14) and

9



(3.15) are coupled due to wave modes conversion at the interface. Moreover, these Li-
ouville equations have singular (discontinuous and measure-valued) coefficients at the
interface.

In the simple case of a flat interface and homogeneous media adjacent to the inter-
face, we follow the ideas [10, 12|, where the behavior of waves at the interface are built
into the numerical flux. This gives a numerically efficient way to solve (3.14) and (3.15)
even with the discontinuous ¢? and c®.

3.2 Approximation by WKB expansion
A classical way to study the high frequency limit is the WKB analysis. Consider (2.8)

in the homogeneous media and it can be written in the vector form

0%u

"o

with the geometrical optics initial data (3.8). We look for a solution of (3.20) in the
form

= A+ p)V(V-u)+uVu (3.20)

. S(t,x)

u(t,x) = A(t,x)e' - (3.21)

with
A(t,x) = Ag(t,x) + €Ay (t,x) + EA(t,x) + - - .
Substituting the expression (3.21) into (3.20), one obtains
0?’A  _i0A9dS i, 0*S i, 08,
p <W P2 T A T A >
= (A +p) (V(V CA) + %(v A)VS + EV(A L VS) + (E)Q(A : vs>vs> (3.22)

+p <V2A + 2EVAVS + EAVQS + (£)2A|VS|2> :

We now balance coefficients of € in (3.22). The leading order O(e™2) is :

a8
pAO(E)Q = A+ u)(Ag - VS)VS + pAy|VS|? (3.23)

while the next term O(e™!) is :

0A( 0S 08
QPWE +pAOW —(/\+M)((VA0)VS+V(AOVS)) (324)
+ 1(2VAGVS + AV2S).
Taking inner product with the vector V.S on both side of (3.23) yields :
0S ., 9
(A - VS) p(a) —(A+2u)|VS|F | =0. (3.25)

10



Analogous to (2.5), (3.25) will be satisfied in two ways:
Case 1: If Ay- VS =0, (3.23) becomes

oS
PA0(0—)2 = 1AV S|?
t
which gives the eikonal equations
0,8 + VS| = 0. (3.26)

This case just corresponds to the transverse wave, i.e. the motion (Ag) is normal to
the direction of propagation (V.5).
Case 2 : If p(9;9)* — (A +2u)|VS|> = 0, then

0,S £ PIVS| =0, (3.27)
substituting (3.27) into (3.23) yields
Ag|VS|? = (Ay - VS)VS

which denotes Ay = aV S where a is a scalar. So this case corresponds to the longitu-
dinal wave, i.e. the motion (Ay) is parallel to the direction of propagation (V.5).
In the first case, taking the inner product with vector Ay on both sides of (3.24) :

a|Ao* 95 928

2_: . 2
o i + p| Aol o2 1V - (|Ao|°VS), (3.28)

using (3.26) with the minus sign we can simplify (3.28) into

DA ., , VS
L (¢ (A = 0. 2
Let £ = [22]2 then (3.29) can be written as
o€ )
5 T Vi (E°ViHs(x,VS)) =0 (3.30)

with Hy(x,k) = —c*(x)|k|. If we use (3.26) with the plus sign, the S-wave energy
density £° still satisfies the above equation except for Hy(x, k) = ¢*(x)|k|.

Similarly in the second case, taking the inner product with vector Ay on both sides
of (3.24) : , ,
AR08 s A TS = (29 - (1AGPYS), 331
we can also get the conservative transport equation for the P-wave by inserting (3.27)
into (3.31) :

oEr

W + Vx . <5pkap(X, VS)) =0 (332)

11



with €7 = [22]2 and H,(x,k) = £c”(x)|k].

Without loss of generality, we consider the eikonal and transport equations (3.27),
(3.32) for P-wave and (3.26), (3.30) for S-wave with positive Hamiltonians. They can
also be derived from (3.14) and (3.15) as follows. The solution of the form (3.21) for
(3.20) implies that the initial condition (3.7) for (3.6) can be written into the similar
form 00

w.(0,x) = B§(x)e' < (3.33)

where B is the new amplitude in terms of €, Ay, Sy and their derivatives.
Applying (3.33) in (3.9):

woxk) = (5] [ By /2By ev/2)-

e!So(x—ey/2)=Soxtey/2))/e gy (3.34)
The weak limit of W€(0,x,k), in the sense of distribution, is
WO (0,5, k) = By(x)Bj(x)8(k — VSo(x))
and it follows by (3.11) that

a’ (0,x,k) = Tr(AByBjABY)d(k — VSy(x))
= & (x)0(k —VSy(x)), T=p,s. (3.35)

Let the functions SP(t,x) and EP(t, x) be the solutions of the eikonal and transport equa-
tions (3.27) and (3.32) with the initial conditions S?(0,x) = Sp(x) and EF(0,x) = &(x);
S*(t,x) and E£°(t,x) be the solutions of (3.26) and (3.30) with the initial conditions
S°(0,x) = Sp(x) and £%(0,x) = &E5(x). Then the solutions of equation (3.14) and
(3.15) before the formation of caustics, are

al (t,x, k) =E&7(t,x)6(k —VS'(t,x)), T=p,s (3.36)

Conversely, given initial conditions of the form (3.35) for (3.14) and (3.15) and {a”, 7 =
p, s} given by (3.36), then S™ and €™ must satisfy the eikonal and transport equations
respectively by taking the zeroth and first moment of the Liouville equations (3.14)
and (3.15). This shows that we can recover from the Liouville equation the usual WKB
approximation. However, the WKB analysis is no longer valid after the formation of
caustics, since a calculation based on the eikonal equation and the transport equation
picks up the so-called viscosity solution, while the physical solution to the eikonal and
transport equations becomes multi-valued. Thus we need to solve the Liouville equation
(3.14) and (3.15) which are valid even beyond caustics.

12



4 Numerical scheme for the Liouville equations with
discontinuous wave speed

4.1 Preliminary

Consider the 2D Liouville equation for the P-wave and the S-wave:

% + P(x)k - Vya® — k| Vi (x) - Via? = 0 (4.1)
%‘f 4 (k- Via® — [k|Vic'(x) - Viea® = 0 (4.2)
with the initial condition
a’(0,x,k) = & (x)d(k — V) (4.3)
a®(0,x,k) = &5 (x)d(k — V.Sp) (4.4)

where x = (z,y), k = (¢,7), k = (\/£§+n2’ \/£Z+n2)'

When ¢?(x) and ¢*(x) are discontinuous, the Liouville equations (4.1) and (4.2)
have discontinuity and measure-valued coefficients. Here we extend the Hamiltonian-
preserving scheme in [11] and [12] to solve (4.1) and (4.2) with discontinuous wave
speeds ¢ and ¢®. When a P-wave moves with its density distribution governed by the
Liouville equation (4.1) or a S-wave governed by the Liouville equation (4.2), their
Hamiltonian H = c|k| should be preserved across the interface:

P|KP| = k| = PRI = K (4.5)

where the superscripts £ indicates the right and left limits of the quantity at the
interface. This is due to the fact that P-wave and S-wave can convert to each other
with energy conserved when they hit the interface. How the energy splits between these
two waves is shown in Section 2.2. The condition (4.5) can be used to determine the
wave number k£ on one side of the interface from its value on the other side. In details,
we take the P-wave as an example:

e When a plane incident P-wave hits a vertical interface:

Let x = (x,y), k = (£,7n). Assume the incident wave has wave number ({~,77)
to the left side of the interface, with £~ > 0. Since the interface is vertical, the
bi-characteristics of the Liouville equation (4.1) implies that 7 is not changed
when the wave crosses the interface. There are four possible splitting waves:

1. There is absolutely a reflected P-wave with 3% proportion of the energy
that has the wave number (—£—,n7).

13



2 2
2. If (iz—;) (&) + {(iﬁ—;) — 1} (n7)? > 0, the wave can partially transmit to

a P-wave, with 3E% proportion of the energy. The new wave number will be

(£7*,m7) where
(%)2 - 1] (n)?

N2
gt = <i> (67)2 +
ch+

is obtained by (4.5). Otherwise, the wave number becomes imaginary and
this kind of wave is called evanescent wave or inhomogeneous wave [2],[4].
In the high frequency limit, the energy in evanescent waves is exponentially
small and vanishes as € — 0 [3]. So there is no transmitted P-wave according
to the energy partition and we can set SEF = 0.

2 2
3. If (i:) &)+ {(ii;) — 1} (n7)? > 0, the wave can partially transmit to

a S-wave, with 355 proportion of the energy. The new wave number will be
(&Pt ™) where

e = | (%) € [() - 1] )

Otherwise, similar to Case 2, there is no transmitted S-wave according to
the energy partition and we can set 59 = 0.

cs—

2 2
4. If (Cp_> (67)2 + l(f:) — 1] (n7)? > 0, the wave can partially reflect to a

S-wave, with 359 proportion of the energy. The new wave number will be

(£~ n~) where
(Zp:>2 - 1] (n™)2.

N2

5— cP ~\2

o= (%) €+
c

Otherwise, there is no reflected S-wave according to the energy partition and

we can set 5% = 0.

For all these four possible splitting waves, the energy coefficients 35°, £S5, BEP

BES can be obtained by the way described in Section 2.2. They always satisfy:
R+ 8R4 B+ B =1

When some of the wave numbers become imaginary and the associated energy
becomes zero, the total energy will be partitioned among the other waves.

If £~ < 0, similar behavior can also be analyzed using the constant Hamiltonian
condition (4.5).
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Since we need to consider the mode conversion at the interface between P-wave
and S-wave, the solutions of Liouville equation (4.1) and (4.2) need to be determined
from four bi-characteristics respectively. Hence, we use the following condition at the
interface:

ap(t7x+7k+) = gP (t7X+7kpl> +/ng : as(t7X+7kp2)
+BT ’ ap(tXi? kps) + 6%P ’ as(txia kp4)
a*(t,xT, k") = BE%-aP(t,x" k) + B5° - a®(t,x ", Ks,)
+855 aP(t,x7 k) + 327 - at(t,x 7, kg, ) (4.6)
where k,,, kg, 7 = 1,--- 4 are the new wave numbers determined through the constant

Hamiltonian condition (4.5).

Note that the Liouville equations (4.1) and (4.2) are linear hyperbolic equations
with discontinuous and measure-valued coefficients when ¢” and ¢* contain discontinuity:.
Such a problem is not well-posed in the classical sense. Our analytic solution is given by
method of characteristics away from the interface, then passing through the interface,
using the interface condition (4.6). Thus we connect the two Liouville equations in
“good” domains—where ¢ and ¢® are smooth-by the interface condition (4.6). The
initial-boundary value problem is clearly well-posed. This interface condition will be
built into the numerical flux, giving a scheme yielding the correct scattering at the
interface.

4.2 A Hamiltonian preserving scheme

We employ a uniform mesh with grid points at z, 1o Vit & 1o e in each direction.
The cells are centered at (a:i,yj,fk,m) with z; = l( Tipl+ $i_%) Y = l(ijr + yj_%),
&= (§k+1 1), 1 (771+1+771 1). The mesh size is denoted by Aw = 7, 1 —2;_1

— %
=3

Ay—yj+ —Y;_1 Af’ §k+1—§k 1 An—nH — - The cell average of a”, 7 = p, s,
is defined ‘as

§,€+1 Myl
W = AMMM/ / / / (., €. ) dde dy da
?

Assume that the discontinuous points of wave speed ¢" (7 = p, s ) are located at the

grid points. Let the z-direction limit of ¢"(x,y) at pomt Tit1 /2 be ¢™" 1 cand ¢ 1 , and
27 27

and ¢ . We approximate ¢”

the y-direction limit of ¢™(x,y) at point y;y1/2 be ¢ +1 1
2 Y 2

by a piecewise bilinear function

CT— _ C’T‘-‘r
. o i+1/25 — Ci1/2
" (z,y) ~ Cicij2-1/2 T Az (

Tr— 151‘—1/2)

T— _ LT
Cij+12 — G

z,j71/2<
Ay

+ Yy — yi—1/2>7
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and define the averaged wave speed in a cell by averaging the four cell interface wave
speed values

T o__ T+ —
cij—4( +c 27]+c7]__+c 2) T=p,S.

The 2D Liouville equation (4.1) and (4.2) can be semi-discretized as

C“ék
T 1) T— Tt
(afjm)e + -Ax\/m (ai—&-%,jkl ai—%,jkl)
+ l]nl ( a‘rJr )
Ay /£k+77 i+ %kl 45— %kl

c’ —c’

B HQXT;V@ LA GARVESU
Cz‘T,;r% B Cz‘T,;‘L—é .
T T AyAy  V &+ ( Qg+l — ijk,lf%)
= 0 , for 7=p,s,
where the interface values a7 PSSR k 11 aTe provided by the upwind approximation.

Since the characteristics of the Liouville equation may be different on the two sides of
the interface, the corresponding numerical fluxes should also be different. We will use

(4.6) to define the split interface values a’ T al” al’t

+1 ikl az;%,jkz R N L
If the interface lies in the vertical d1rect1on we can assume ¢’ (z,y) is discontinuous

: . . T_ T B
at Tiyl- Consider the case §; > 0. Using upwind scheme, it o = gk for 7 = p, s.

However, from (4.6),

af—té,jkl - 6 ap(t I,H_l?yj’ fk‘ 777l) + 6SP S(t ‘,LIH_I ) yj7€ p-‘r’ nl)
ﬁPPCLp(t l', 1ayj7€p 7771)+ﬁsp S( H_%?yjafp 777l)
a’fi%,jkl = ap<t .CL’ 17yj7£p8+7771) + ﬁSS S( + 17yj7 _flju 771)

"‘5 ap(t ZL’ 1,%,5 e ﬂ?l)+555 s( ;_%:yjaé.ss_)nl)

where & = &, and {1, (PP £ EPST€PST €557 are obtained from (4.5), as discussed
in section 4.1. Since these new wave numbers may not be grid points, we have to define
them approximately. One can respectively locate the two cell centers that bound these
velocities, and then use a linear interpolation to evaluate the needed numerical flux at
these new wave numbers. The case of £ < 0 is treated similarly. All above can be done
symmetrically for the horizontal interface.

We explain how to evaluate a:—Ll ikl (T = p, s) in the following algorithm and a;j.i L
(T =p, s) can be obtained smularly.

Algorithm :

16



o if & >0

p— _ 4P s— _ 4S8 _
ai+%7jkl = Qg CLH%JM = jjprs Sk = —Ek
To get afj_rém , we first need to get three new wave numbers PP~ £5P £5PT ag
following:
¢ Transmission from a P-wave to the P-wave :
2 [ 2
P+ P+
if Ci+%,j 2 CH—%J 1 2 0
it | = &)+ || &= — 1] (m)* >
i+dg itd.d
2 2
P+ p+
— — Cirts 2 Cirts 1 2
&= 1| &= &)+ || o= — 1| ()
i+ 5. itd.d

Em, < EPPT < &1 for some integer my,
else

set m, = 1.
end

¢ Transmission from a S-wave to the P-wave :

A o 7
if C’if’” ()% + Cgtf’” — 1] (m)? >0
i+, i+5,7
p+ 2 CP+ 2
sp— __ i+%7j 2 i*%’j 2
g - cs (gk‘) + Cs— - 1 (TH) )
i+l i+,
2 2

En, < EPT < &y for some integer n,,
else

set n, = 1.
end

¢ Reflection of the P-wave from a S-wave :

ety ? crry ?
if | o7 ) (&) + || &= -1 m)?*>0
itdg itd.d

P+1 2 CI?+1 2
i+4 . itd

Pt = — Osf = (&) + CerE : =1 (m)?
1 1.
i+5,J i+g,J

&, < &P <& 4 for some integer 1),

17



else

set r, = 1.
end
Then
ap—‘,— o Pp(gmp-l-l - gpp— a? éhpp_ B fmp ab )
Z-‘r%,jk‘l - T AS ij’mp’l Ag ij’mp+1»l

PP p
+ 0Br Qi1 1,5k,

571p+1 - gspi S gspi - fnp s

sp
+ Pr (—Af Aijn,1 T Af aij,np—l-l,l)
_ ¢spt sp+
SP fr +1 fp s 5 gr s
+ B (—F— A¢ i1 jrpl T —Af L7 1)

where the energy coefficients SET ) gEP p2F ) p2F are obtained as shown in the
matrix (2.12) for (g, m).

Remark 1 As mentioned earlier, when the wave number becomes imaginary, we
Just set its corresponding energy coefficient to be zero. Hence we can arbitrarily
pick a integer value for m,, ny, r,. For simplicity, we set them to be one if their
corresponding wave numbers are imaginary. It is similar in the construction of
flux for S-wave in the following.

s+
it+3,5kl
following;:

To get a we also need to get three new wave numbers P57~ £557 £PST ag

¢ Transmission from a P-wave to the S-wave :
oot 2 oot 2
. i+l 2 i+l 2
if = &)+ ||z -1 m* >0
i+dg itd.d

ot \ 2 ot \ 2
o ey "y
=7 @+ [ 7= —1] m)?

i+d.j i+dg

Em, < EP°T < &y, 41 for some integer my,
else

set mg, = 1.
end

¢ Transmission from a S-wave to the S-wave :
CS+1 2 CS+1 2
. i+5,] i+5,]
if (0827) (&) + (—C.Sj].) —1| (m)*>0
1T 5,7

itd.g
18




o, o\ 2
g = (C’:fﬂ) @+ [(52) -1 e
l"rjj H‘g]

En, <77 <&, 41 for some integer ng,

else
set ng = 1.
end

¢ Reflection of the S-wave from a P-wave :

Cs+ 2 Cs+ 2
if c;? 2] (&) + C;? 2] =1 (m)*>0
z+2 2J z+2 \J
2 2
ps+ C’iz J 2 Clirz 3 2
o= [ a22) @r+ |(a2) -1 me
H-'Q 2J H"Q' 5]

&, < &P < £, 1 for some integer ry,

else
set ry = 1.
end
Then
ps— ps— _
afi%,jkl - 55(% @ijome,l + : Aggms afj,ms-&-l,l)

SS s
+ BRa7 1k

55, &net1 — %7 &% —&ny
+ Br (nTaij,ns,l + Tnaij,ns+1,z)

by )
A{ i+1,5,7s,1 Af z+1,] rs+1,0

where the energy coefficients 859, 325, 325, BES are obtained as shown in the
matrix (2.12) for (&, n;).

o if & <0
P+ D 5+ _ 8
a1+2,jkl i1kt &i+%,jkl = @itk
a’”, . and a7, ., can be obtained similarly by the above way.
1+5.5kl i+5.7kl

The above algorithm for evaluating numerical fluxes is of first order. One can
obtain a second order flux by incorporating a slope limiter, such as the van Leer or
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minmod slope limiter [16], into the above algorithm. This can be achieved by replacing
figie with fin + 4 S sijrt, and replacing fiq ju With fip1jm — AzxsiH’jkl in the above
algorithm, where swkl is the slope limiter in the z-direction. It is similar in the y-
direction, é-direction and n-direction. For the numerical examples in the next section,
we just use the conventional van Leer slope limiter which works well for our examples.
It is mainly because the slope along the interface is just zero in those examples. In
general, one probably needs to modify slope limiter near the interface, again by using
the Hamiltonian preserving principle across the interface, as in [13].

After the spatial discretization is specified, one can use any time discretization for
the time derivative.

4.3 Positivity and [* contraction

It is important for the numerical scheme to guarantee the positivity of a? and a® when
solving Liouville equations (4.1) and (4.2) because they represent the phase energy
density.

We first consider the scheme on (4.1) using the first order numerical flux, and the
forward Euler method in time. We consider the case when there are both a vertical
and a horizontal interface in z-y plane. Assume that &, > 0, 7, > 0 and c” i< o

Z——

? _+ < cp , for all i and j (the other cases will similarly result in the same Conclus10n)
2 2y

The scheme becomes

p(n+1) p(n) al.. —aPt,
ikl Qijkl ijfk ijkl i— 5,5kl

+
At V&t A
p p+
e Bkl T G

VE +n} Ay

F =

H— \J i—
— —QAfo \/fk +n7(af @iy — Z‘,k—u)
T
AyAn 2 Er i (aly —aly, 1) =0
with
+
af—%,jkl = dfla'ffl,j,mp l + dtz i—1,5,mp+1,1 + draz] ki,l
+ dfl zs 1,5,np,l + dtg i—1,5,np+1,1 + drla’z] Tp,l + df‘zafj,rp—i-l,l
where df , di,, d?, d; , d; , d: , d;, are non-negative and df, +dy, +dP+d; +di +d; +d, =

+

e We omlt the superscript n of al. T he above scheme can be

1. Tt is similar for ap
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rewritten as

p(n+1) _ (1 & At aym At
o Va + n? Az /e +n? Ay
[N | S At
_ 7 2,] 1,_
Az SRNNY;
[ +1 C?+—l| [ At
— &) 2Ay J T3 €k+nlA >.a’fjkl
il At L Ccm At

1/5134-77[2 Azx 2’]kl ,/§k+77[ Ay =gkl
e Tyl At
H— ,] z
+ . Ar \/§k+m A¢ 'a?j,k—u

cp—i—

e — il S At
: Ay . \/ sz"‘ ZA 'afjk,l—l (4.7)

Similarly, we can have the same discretization for a® in S-wave. To 1nvest1gate the

positivity of scheme (4.7), we just need to prove if «, kl) > 0 and aj; Zl) > 0 for all

(i, 7, k, 1), then this is also true for ap(le) >0 and aijlH > 0 for all (i,7,k,1). Clearly

one just needs to show that all the coefficients before a?™ are non-negative. A sufficient
condition for this is

ik At cm o At

VE AT Ay

C§)+27.7 C?iévj § + At ’ 7-]+2 7”]7%| §2 + 772& > O
Ax e+ A§ Ay o Ap
or sufficiently,
c::lj_cf 2 2 cf;‘f’ _ij 2 2
At & )L ! & §k+m+ £y : /o <1 (4.8)
max
ik, Ax?  Ay? A& An -
which is similar for S-wave.
CP* Pt P~ Pt
The quantity Lﬁ and [ “osmd| now represent the wave speed gradient

at the smooth points, which have finite upper bounds since ¢ has a bounded variation.
So our scheme allows a time step At = O(]Ax|, |Ak]).

According to the study in [21], our second order scheme is positive under the half
CFL condition which says the constant on the right hand side of (4.8) is 1/2.
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The [*-contracting property of this scheme follows easily, since under (4.8), all the
coefficients in (4.7) are positive and the sum of them is 1. Thus

max([|a”™ oo, [la*™[loe) < max([|a”?]|oc, 1@ o)

5 Curved Interface

So far we only described the algorithm for flat interface aligned with the meshes. In this
section we extend it to the case of curved interfaces. The idea is to use the Hamiltonian
preservation princinple locally in the direction normal to the interface.
Suppose we have an interface in the solid media given by a curve C, defined by the
equation
F(x,y)=0.

We classify the grid points into the following categories (see Figure 2):

e Sweep along the horizontal direction for each j and flag the points adjacent to the
interface from the right and the left. These points are called horizontal irregular
points and labelled with ‘H’.

e Sweep along the vertical direction for each ¢ and flag the points which are adjacent
to the interface from the top and the bottom. These points are called vertical
wrreqular points and labelled with V',

e All the other points are regular points.

After we determine the irreqular points, the cell interface between two horizontally
adjacent irregular points and also two vertically adjacent irregular points can be seen
as an approximation to the real interface curve C. By doing this, we can still assign our
averaged wave speed as what we introduce in Section 4.2.

One more important issue here is to choose the correct direction for reflection and

T—

transmission of incident ray so that we can find the appropriate splitting flux a; 1k
3
T+ T— T+

T amur%,kl , am_%,kl at the interface. To explain how to deal with that, now take
one pair of horizontal irregular points (x;,y;+1), (Zit1,¥j+1) in Figure 2 as a demo :
Connecting these two points by a dashed line as in the figure and it must have an
intersection with the interface, say P. Setting up a local coordinate system (z’,7') at P
, in which 2z’ is normal to the interface C, and y’ is tangential to C, at the point P. So
the original particle velocity k = (£,7) will become k' = (¢/,7) in this new coordinate

system with k/ = Qk where the rotation matrix @ is given by

cosf sind
Q= ( —sinf cos® )

Here, 0 is the rotation angle, i.e. the angle between the z-axis and z’-axis. Then we

can get the transmission and reflection coefficients B5F, 355 BES etc. for the incident

a
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j+1

C:F(z,y)=0

A

|
- |- A
H H (V)

Figure 2: Two dimensional interface with irregular points labelled as ‘H’ and ‘V’. The coor-
dinates 2’ and gy’ are defined locally at the point P on the interface.

ray at the point P in this local coordinate system by the way introduced before, with
axis ¢ as the interface. And for the corresponding wave numbers PP~ €2~ etc. of
the transmitted and reflected rays, it can be obtained by applying the Hamiltonian
preserving principle for k’ in the local coordinate system and then transforming them
back to the original system by multiplying Q~!. The new wave numbers obtained in
this way still have a constant Hamiltonian in the original coordinate system because ()
is an orthogonal matrix and |k’| = |k|.

After getting the coefficients and corresponding wave numbers, we can calculate the
splitting wave fluxes fil /2.j and fli] 12 by the Algorithm in Section 4. Here effectively
we moved P to the nearest mesh point, resulting an O(Ax, Ay) error. One can improve
the accuracy here using subcell, namely, adding a grid point at P. This can be done in
a standard way, but will not be explored in this paper.

The above techniques can be applied for any interface curve as long as there is an
explicit expression for it. Of course, it can be applied for the cases like Example 6.1 and
Example 6.2 although it’s not necessary. We use it in Example 6.3 and the interface
in that case can be captured sharply, which is shown in the end. Also, positivity and
[*° contraction of the scheme are not effected in this curved interface situation because
the basic algorithm is still the same as before.
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6 Numerical examples

We consider the high frequency limit solution of the elastic wave in 2D plane consisting
of two different kinds of solids in welded contact, with the initial data

S
uy = Ay exp(z?o) (6.1)

Then as € — 0, this limit will be the solution of (4.1) and (4.2) with the initial condition
(4.3) and (4.4).

For arbitrarily given Ay and VSy in (6.1), we need to decompose Ay into two
components: one is parallel to the direction of VS, which is the amplitude of P-wave
and denoted as AJ; the other one is normal to the direction of VS,, which is the
amplitude of S-wave and denoted as A{. Therefore,

Ao - VS, .
Al = g 1A = VIAP - TATR

Then &£ (x) and &5(x) in the initial data (4.3) and (4.4) is given accordingly as :
_ |AGP _ |AGP

S
= e =GR

&N (x) (6.2)
In the following numerical examples, we use (6.2) to assign the initial data for the
Liouville equations (4.1) and (4.2). For numerical computation, we use the first order
Forward Euler for the time discretization and the second order flux with the van Leer
slope limiter for the spatial discretization.
We are interested in computing the energy density F(t,x) which is given by

E(t,x) = /ap(t,x,k)dk—l—/as(t,x,k)dk
= EP(t,x)+ E°(t,x)

Example 6.1 The interface of two solids is located at x = 0. The solid on the left
half plane x < 0 has the density p1 = 1 and Lamé constants Ay = 0.2, pu; = 0.5; and
the solid on the right half plane x > 0 has the density ps = 0.8 and Lamé constants
Ao = 0.4, po = 0.8. So it results in the discontinuous wave speeds as

Pz, y) = V1.2 if <0
YTV if 2>0

and

s [ V05 if 2<0
C(w’y)_{1 if x>0

The initial conditions are given by Ay = (1,0.5) and VSy = (0.1,0.2). So the corre-
sponding EJ(x) and E5(x) are
4 .
» s o x<0
50(1‘7y)_{ _4 Zf x>0

12.5
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and

9
E(x,y) = { o
0 % if x> 0.
The exact solutions of £P(t,x) and £%(t,x) are given by

if  x>+0.5¢t

=

12.5
0 if 0<x<+v0.5¢t
gp(t7m)y)_ z_LﬁPP_’_é 1f —_ Qt<l’<0
6~ R 6 5
% if < — %t
and
( 2% if z> %t
>+ 28608 if /it <z <y/3t
08 gPs it 0< <\ﬁt
&t x,y) = \f T9 55 4 pPS 1 p ’
% + 1507 —|—mﬁR it —v0lt<x<0
24 4 pES i — /bt <0< V0Tt
| 2 it o< —y/ht

where the physically relevant values for the reflection and transmission coefficients at
the interface are S5F = 0.7271, £ = 0.1041, 355 = 0.1688, 52° = 1.

In the computation, we approximate the 2D §-function initial data (4.3) and (4.4)
by the product of a discrete delta function in 1D [6]:

11— 2y
(sh@):{h( i lal <

0, otherwise

with h = A¢ = An for regularization.

We choose the time step as At = %A{E. The computational domain is chosen as
(x,y,€,m) € [—-0.2,0.2] x [-0.1,0.1] x [—0.5,0.5] x [0.1,0.3]. Since the interface is
parallel to the y-axis, the material is heterogeneous along the x-direction and it is
homogeneous along the y-direction. Hence we just need few grid points in the y and
1 directions and put more grid points in the  and £ directions. Table 1 presents the
I' errors, at t = 0.25, of energy density £P and £° computed with different meshes
My x My x N1 x Ny where we fix My, = 10, N; = 80, Ny, = 20 and M, is increased
from 101 to 801. The convergence rate is higher at the beginning and decreasing with
time going on. So the average convergence rate is around 0.96 for P-wave and 0.76 for
S-wave. The rate is around 0.8 for the total energy density.

Figure 3 shows the energy density £ and £° at t = 0.25 along with the exact
solution. Figure 4 and 5 present some cross sections which compare the numerical
solution with the exact solution at different time ¢ = 0.1, t = 0.18, t = 0.25, ¢t = 0.30
respectively. The numerical method gives a sharp material interface at x = 0, and high
resolution in other propagating discontinuities.

25



grid points(M;) 101 201 401 801
Er 0.29686E-3 0.15115E-3  0.08558E-3  0.04483E-3
E* 0.88143E-3 0.47732E-3  0.30472E-3  0.20577E-3
E=¢&74¢&° 1.17518E-3  0.62762E-3 0.38986E-3 0.25017E-3

Table 1: Example 6.1. I error of energy density £P, £ and the total energy density E(t,x)
using different meshes at t = 0.25.

Example 6.2 The interfaces of two solids are located at the positive z-axis and the
positive y-axis. The solid in the first quadrant (x > 0,y > 0) has density p; = 0.8,
Lamé constants \y = 0.4, pu; = 0.8; and the solid elsewhere has density ps = 1, Lamé
constants Ao = 0.2, us = 0.3. So it results in the discontinuous wave speeds as

V25 if 2>0,y>0
(@, y) = { V0.8 otherwise

and
1 if x>0,y >0

(@y) = { V0.3  otherwise.

The initial conditions are given by

A (0.0) if 2>-01y>-01
"7\ (1,2) otherwise

and VSy = (0.1,0.1). So the corresponding E(x) and E5(x) are

0 i x>-01,y>-0.1

e ={ %

T otherwise
and
s 0 4f x>-01y>-01
50(9U>y) - { (Tla otherwise.

For exact solution, the reflection and transmission coefficients at the interface are
PP =0.3953, BE% = 0.2347, L9 = 0.3699, 55° = 1. The graphs of exact solutions at
different times are shown in the left columns of Figure 6 and Figure 7.

We here use the same discretization for d-function as in the first example and choose
the time step as At = %Aw. And the computational domain is chosen as (z,y,&,n) €
[—0.2,0.2] x [-0.2,0.2] x [-0.4,0.4] x [-0.4,0.4]. In this example, the material has the
interfaces both in x-direction and y-direction. So we should treat these two directions
symmetrically. The right columns of Figure 6 and Figure 7 present the numerical
energy density for P-wave and S-wave respectively, which can be compared with the
corresponding exact solution on the left column of the graphs. Figure 8 and 9 display
the sectional view along the line y = 0.08 for energy density of the P-wave and the
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S-wave at four different times t = 0.1, t = 0.18, t = 0.23, t = 0.45, which shows the
numerical solutions agree well with the exact solutions. The material interfaces are
captured sharply.

Table 2 presents the [! error, at t = 0.5, of energy density for P-wave and S-wave
respectively and also of total energy density E(t,x) computed with the different meshes
M; x My x N1 x Ny where we fix N; x Ny = 80 x 80 and M; x M, is increased from
25x 25 to 201 x 201. The average convergence rate is about 0.86 for P-wave and 0.73 for
S-wave. The rate is around 0.7 for the total energy density. It is slightly slower than the
previous example, since we use dimension-by-dimension for propagating discontinuities
not aligned with the grids.

grid points(M; x Ms) 25 x 25 51 x 51 101 x 101~ 201 x 201

Ep 1.60892E-2 0.91924E-2 0.53653E-2 0.31354E-2
&° 3.65725E-2  2.25543E-2 1.41858E-2 0.97879E-2
E=¢&r+&° 4.73282E-2 2.98777E-2 1.89317E-2 1.26550E-2

Table 2: Example 6.2. [! error of energy density £P, £ and the total energy density F(t,x)
using different meshes at ¢ = 0.50.

Example 6.3 The solids on two sides of the interface are the same as those in Example
6.1. But the shape of interface is like a wedge shown in Figure 10. The interface curve
18 given by

y — tan(5%)(r — 0.18) if y > 0.07tan(5%)

— 2.
Fle,y) { 0.25 — z if < 0.07tan(%).

So the discontinuous wave speeds are

» (V12 if F(z,y) >0
C(I’y)_{m if Flz,y) <0

and JOE ’ @.1)
s . 0.5 if F(z,y) >0
c(m,y)—{ 1 if  F(x,y) <0.

The initial conditions are given by Ay = (1,0.5) and V.S, = (0.20,0.25). So the
corresponding E(x) and E5(x) are

(1) :{ 0.8587 if F(z,y) >0

04122 if F(z,y) <0

and
0.4390 if F(z,y) >0

E5(x,y) :{ 0.2195 if F(z,y) <O0.
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For exact solution, the reflection and transmission coefficients at vertical part of the
interface are B5F = 0.6392, £ = 0.1436, BE° = 0.2171, B5° = 1; the coefficients at
slant part of the interface are B5F = 0.7821, £ = 0.0801, X% = 0.1378, B5° = 1.
The graph of the exact solution at ¢t = 0.25 is shown in Figure 11(a).

We use the same discretization for d-function as in the first two examples and
choose the time step as At = %Aaz. And the computational domain is chosen as
(z,y,&,m) € [0,0.5] x [0,0.5] x [—0.5,0.3] x [0.2,0.6]. In this example, the interface
curve is not aligned with the grid and we should treat it with the way introduced in
Section 5.

The numerical energy density for P-wave and S-wave at t = 0.25 is displayed in
Figure 11(b) , which can be compared with the corresponding exact solution. Figure
12 and Figure 14 display the sectional view along the line y = 0.2 for energy density of
P-wave and S-wave at four different times t = 0.1, ¢ = 0.18, t = 0.25, ¢t = 0.3, which
show the wave behavior around the vertical part of the interface, which are similar to
that in Example 6.1. Figure 13 and Figure 15 display the sectional view along the line
y = 0.4 for energy density of P-wave and S-wave at the same four different times, which
show the wave behavior around the slant part of the interface where a more interesting
pattern comes out. In both cases, the material interfaces are captured sharply.

More comparison is given in Figure 16 and Figure 17, which display the projected
images into the plane for two types of waves at t = 0.1 and ¢ = 0.25 respectively. Each
wave pattern matches pretty well with the exact solution.

Table 3 presents the [! error, at ¢t = 0.25, of energy density for P-wave and S-wave
respectively and also of total energy density E(t,x) computed with the different meshes
M; x My x Ni x Ny where we fix N; x Ny = 80 x 80 and M; x M, is increased from
25 x 25 to 201 x 201. The average convergence rate is about 0.79 for P-wave and 0.67
for S-wave. The rate is around 0.67 for the total energy density. It is slower than the
first two examples, mainly due to the approximation error at the slant interface where
the interface was locally moved to the nearest grid point when we define the numerical
flux.

grid points(M; x Ms) 25 x 25 51 x 51 101 x 101 201 x 201

&r 0.72704E-2  0.38293E-2 0.22380E-2 0.14419E-2
&° 0.56764E-2 0.35783E-2 0.22371E-2 0.14595E-2
E=&+¢&° 1.20187E-2 0.71593E-2 0.43784E-2 0.28718E-2

Table 3: Example 6.3. I error of energy density £, £ and the total energy density F(t,x)
using different meshes at ¢t = 0.25.
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7 Conclusion

In this paper, we extended the previous works in [10, 12] to the Liouville euqations for
high frequency elastic waves in heterogeneous media. By building into the numerical
flux the constant Hamiltonian condition and the scattering information at the interface,
our scheme can effectively compute the mode conversion between P-wave and S-wave
at the interface, with a sharp numerical resolution. The numerical scheme allows a
hyperbolic CFL condition, under which the scheme is positive, and stable in [*° norm.
Numerical experiments are carried out to study the numerical convergence and accuracy.
In the future we will extend the method to three dimendional problems, where coupled
systems of Liouville equations need to be solved [22].
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(b) Numerical solution

Figure 3: Example 6.1. Energy density of P-wave and S-wave at ¢ = 0.25. The numerical
solution using the phase space mesh 801 x 10 x 80 x 20.
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Figure 4: Example 6.1. A sectional view in x-direction for energy density of P-wave at four
different times t = 0.1, t = 0.18, ¢t = 0.25, ¢ = 0.30 (from top left to bottom right) overlaid
with the corresponding exact solution. Solid line: the exact solution; ‘+’: the numerical
solution.
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Figure 5: Example 6.1. A sectional view in x-direction for energy density of S-wave at four
different times ¢t = 0.1, t = 0.18, t = 0.25, t = 0.30 (from top left to bottom right) overlaid
with the corresponding exact solution. Solid line: the exact solution; ‘+’: the numerical
solution.
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(a) t=0.10

(b) t=0.23

Figure 7: Example 6.2. Energy density of S-wave at different times. Left: Exact solution;
Right: Numerical solution using the phase mesh 201 x 201 x 80 x 80.
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Figure 8: Example 6.2. A sectional view along the line y = 0.08 for energy density of P-
wave at four different times ¢ = 0.1, ¢ = 0.18, t = 0.23, t = 0.45 (from top left to bottom
right) overlaid with the corresponding exact solution. Solid line: the exact solution; ‘+’: the
numerical solution.
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Figure 9: Example 6.2. A sectional view along the line y = 0.08 for energy density of S-
wave at four different times ¢ = 0.1, ¢ = 0.18, t = 0.23, t = 0.45 (from top left to bottom
right) overlaid with the corresponding exact solution. Solid line: the exact solution; ‘+’: the
numerical solution.
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Figure 10: The interface curve of Example 6.3 in its computation domain.

(a) Exact solution

(b) Numerical solution

Figure 11: Example 6.3. Energy density of P-wave and S-wave at ¢ = 0.25. The numerical
solution using the phase space mesh 201 x 201 x 80 x 80.

38



2 2
15 ) 15 )
1MWNWﬁfMN 1W§W¢f’mw
05 05

% 01 o2 03 o4 % 01 02 03 04

2 2

15 ) 15 )
1M~f§»§m | F’WWNWWW

05 | 0.5

% 01 02 03 04 % 01 02 03 o4

Figure 12: Example 6.3. A sectional view along y = 0.2 for energy density of P-wave at four
different times ¢t = 0.1, t = 0.18, t = 0.25, t = 0.30 (from top left to bottom right) overlaid
with the corresponding exact solution. Solid line: the exact solution; ‘+’: the numerical
solution.
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Figure 13: Example 6.3. A sectional view along y = 0.4 for energy density of P-wave at four
different times ¢t = 0.1, t = 0.18, t = 0.25, t = 0.30 (from top left to bottom right) overlaid
with the corresponding exact solution. Solid line: the exact solution; ‘+’: the numerical

solution.
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Figure 14: Example 6.3. A sectional view along y = 0.2 for energy density of S-wave at four
different times ¢t = 0.1, t = 0.18, t = 0.25, t = 0.30 (from top left to bottom right) overlaid
with the corresponding exact solution. Solid line: the exact solution; ‘+’: the numerical
solution.

41



1.5 1.5
1 1
0.5 0.5
O0 0.1 02 03 04 00 01 02 03 04
2 2
1.5 1.5
1 1
0.5 0.5
00 0.1 02 03 04 0O 01 02 03 04

Figure 15: Example 6.3. A sectional view along y = 0.4 for energy density of S-wave at four
different times ¢t = 0.1, t = 0.18, t = 0.25, t = 0.30 (from top left to bottom right) overlaid
with the corresponding exact solution. Solid line: the exact solution; ‘+’: the numerical
solution.
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(b) t=0.25

Figure 16: Example 6.3. The scaled P-wave image at t = 0.1 and ¢ = 0.25. Left: Exact
solution; Right: Numerical solution.
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Figure 17: Example 6.3. The scaled S-wave image at ¢ = 0.1 and ¢t = 0.25. Left: Exact
solution; Right: Numerical solution.
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