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Abstract
We study the limit of the hyperbolic-parabolic approximation

v + A(ve, Evi)vi = EB(vE)viz v® e RY

B(v*(t,0) =g
v (0, =) = Do.

The function 1’3 is defined in such a way to guarantee that the initial boundary value problem is well
posed even if B is not invertible. The data § and vo are constant.
When B is invertible, the previous problem takes the simpler form

vp —|—A(v€, Evi)vfb = eB(v®)v, v® € RY
ve(t, 0) = B
v°(0, =) = Do.

Again, the data v, and 9y are constant. The conservative case is included in the previous formulations.

It is assumed convergence of the v*, smallness of the total variation and other technical hypotheses
and it is provided a complete characterization of the limit.

The most interesting points are the following two.

First, the boundary characteristic case is considered, i.e. one eigenvalue of A can be 0.

Second, as pointed out before we take into account the possibility that B is not invertible. To deal
with this case, we take as hypotheses conditions that were introduced by Kawashima and Shizuta relying
on physically meaningful examples. We also introduce a new condition of block linear degeneracy. We
prove that, if it is not satisfied, then pathological behaviours may occur.
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1 Introduction

The aim of this work is to describe the limit of the parabolic approximation
vf + fl(ve, evs)vs = eB(v)ve, ve e RV
B (t, 0) = g (L1)
v (0, x) = vy

for —>~0+. In the previous expression, the function B is needed to have well posedness in the case the
matrix B is not invertible. The function 8 is defined in Section 2l When the matrix B is indeed invertible,
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system (LT takes the simpler form
ve(t, 0) =0y (1.2)

Even if the equations in ([(IT]) and ([2]) are not necessarily in conservation form, nevertheless the conservative
case

of + F(0)a = £(B)s)

is included in the previous formulation. Indeed, one can define
A(v%, ev%) == D (v°) — E(B(vs))

and obtain an equation like the one in () or (2.

In the present paper we assume that when ¢ — 0T the solutions v® converge, in the sense that will be
specified in the following, to a unique limit v. Since in both (II)) and ([2)) the initial and boundary data are
constant, then the limit v solves a so called boundary Riemann problem, i.e. an hyperbolic initial boundary
value problem with constant data. Results in [2] show that the study of boundary Riemann problems is a
key point to determine the semigroup of solutions for an hyperbolic initial boundary value problem. We will
came back to this point at the end of the introduction.

The goal of the work is to determine the value of v(¢, x) for a.e. point (¢, ). In particular, we determine
the value of the trace v of the limit on the axis x = 0. The reason why this is interesting is the following.
Let us focus for simplicity on the case in which B is invertible, i.e. on (C2). It is known that, in general,
the trace of the limit, which we denote by @, is different from @y, the boundary datum imposed in (2). The
relation between vy, and v is relevant for the study of hyperbolic initial boundary value problems and was first
investigated (as far as we know) in [27]. Also, in [28] it was proved that the value of ¥ in general depends on
the choice of the matrx B. In other words, if in (IZ) one keeps fixed 7y, 7 and the function A and changes
only the matrix B, then in general the value of v will change, even if the system is in conservation form.

The most interesting points in the work are the following two. First, we cover the characteristic case,
which occurs when an eigenvalue of the matrix A can attain the value 0. The non characteristic case occurs
when none of the eigenvalues of A can attain the value 0. The characteristic case is more complicated to
handle than the non characteristic one. Loosely speaking, the reason is the following. Suppose that the k-th
eigenvalue can assume the value 0. Then in the non linear case we do not know a priori if the waves of the
k-th family are entering or are leaving the domain.

The second point is that we cover the case of a non invertible viscosity matrix B. To tackle this case we
assume that the so called Kawashima Shizuta condition holds. We also introduce a new condition of block
linear degeneracy. We provide a counterexample which shows that, if this condition is violated, then there
may be pathological behaviours, in the sense that will be specified in the following.

The exposition is organized as follows. In Section [[.T] we give an overview of the paper, introducing the
main ideas involved in the analysis. In Section[2] we discuss the hypotheses assumed in the work. In Section
Bl we give a characterization of the limit of the parabolic approximation ([L2)), i.e. when the viscosity matrix
B is invertible. Finally, in Section @ we discuss the limit of (II) when the matrix B is singular.

1.1 Overview of the paper
1.1.1 Section 2t hypotheses

Section [2] describes the hypotheses exploited in the work and it is divided into three parts.

Section 2] describes the hypotheses assumed in the case the matrix B is invertible. These hypotheses
were already considered in several previous works and they are automatically satisfied when the system
admits a dissipative entropy.

In Section 22l we discuss the hypotheses assumed in the case the matrix Bis singular. These hypotheses
can be divided into two groups.



The first group is composed by conditions that were already exploited in several previous works (e.g. in
[34, [35] 86, 37, 47, [43] [44]). In particular one assumes that there exists a regular and invertible change of
variables u = u(v®) such that the following holds. If v satisfies

vp + A(UE, evs)vs eB(v)vs,,

then u satisfies
E(wus + A(u, ug)u, = B(U) gy (1.3)

The matrix B has constant rank r and admits the block decomposition

B(u) = ( 8 2(u) ) (1.4)

for a suitable b(u) € M"*". Also, B and A satisfy suitable hypotheses that are reasonable from the physical
point of view since they were introduced in [34] [35, [36, [37] relying on examples with a physical meaning. In
particular, we assume that the so called Kawashima Shizuta condition is satisfied.

Apart from these hypotheses, we introduce a new condition of block linear degeneracy, which is the
following. Let

= (400 A)  mo-(B BG) e

be the block decomposition of A corresponding to (I4), namely A;; and E;; belong to M(V=")*(N=7) and
Ags and FEy belong to M"*". The condition of block linear degeneracy says that, for every given real
number o, the dimension of the kernel of [A411(u) — o0 E11(u)] is constant with respect to u. In other words,
the dimension of the kernel may vary as ¢ varies, but it cannot change when w varies.

Block linear degeneracy is not just a technical condition. Indeed, in Section we discuss counterx-
amples which show how, when the block linear degeneracy is violated, one can have pathological behaviors.
More precisely, we exhibit examples in which block linear degeneracy does not hold and there is a solution
of (L3)) which is not C!. These can be considered a pathological behaviour since one usually expects that
the parabolic approximation has a regularizing effect.

On the other side, block linear degeneracy is not an optimal condition, in the following sense. It is possible
to show that block linear degeneracy is satisfied by the Navier Stokes equation written using Lagrangian
coordinates, but it is not satisfied by the Navier Stokes equation written in Eulerian coordinates. On the
other side the two formulations of the Navier Stokes equation are equivalent, provided that the density of
the fluid is strictly positive. This remark was first proposed by Frederic Rousset in [41] and it suggests that
it is interesting to look for a condition strong enought to prevent pathological behaviours but at the same
time sufficiently weak to be satisfied by the Navier Stokes equation written in Eulerian coordinates. This
problem is tackled in the forthcoming paper [13].

In Section [ZZT]it is defined the function 8 which is used to define the boundary condition in (III). The
point here is the following.

Consider an hyperbolic initial boundary value problem, and for simplicity let us focus on the conservative
case:

us+ f(u)y =0
u(0, z) = 1o (1.6)
u(t,0) =1

It is known that if one assigns a datum @ € RN (i.e. if one assigns N boundary conditions), then the initial
boundary value problem (LG) may be ill posed, in the following sense. In general, there is no function u
which is a solution of

ur + f(u), =0

in the sense of distributions, which assumes the initial datum for ¢ = 0 and satisfies

lim u(t, z) =u

x—0



for almost every t. Also, it is know that a necessary condition to obtain a well posed problem is to assign
a number of conditions on the boundary which is in general smaller then N. Assume the boundary is non
characteristic, i.e. assume that none of the eigenvalues of the jacobian Df(u) can attain the value 0. In
this case, one can impose on the boundary datum a number of conditions equal to the number of positive
eigenvalues of D f(u).

We can now came back to the parabolic equation

ur + A(u, Uz )uy = B(u)ugy. (1.7)

Let us write u = (uq, ug)?, where u; € R¥~" uy € R". Here r is the rank of B, as in ([d). With this
notations equation (7)) can be rewritten as

(1.8)

Uit + A11u1g + Aojugy =0
Ugt + A12U1, + Aootoy = buag,

Roughly speaking, the reason why one has to introduce the function 8 is the following. Let ni; be the
number of strictly negative eigenvalues of the block Aqq, which itself is a (N — r) x (N — r) matrix. Also,
let ¢ denote the dimension of the kernel of Aj;. The second line in (L8) contains a second order derivative
of us and hence us can be seen as a parabolic component. On the other side, only first derivatives of wuy
appear and hence u; can be seen as an hyperbolic component. Actually, there is an interaction between the
two components (this is ensured by the Kawashima-Shizuta condition). On the other side, because of the
hyperbolic component one is not completely free to assign the boundary condition in (II]). As pointed out
in previous works (e.g in [43]) the number of conditions one can impose on the boundary is N — ni; — q.
Indeed, one can impose r conditions on us. On the other hand, one can impose on u; a number of conditions
equal to the number of positive eigenvalues of 411, i.e. to N —r —nj; —¢. Summing up one obtains exactly
N —ni1 —q. ~

Thus, the function § in (1)) takes values in R¥ 1177 and § is a fixed vector in RN ~"11749. The precise
definition of 8 is given in section 222.T] and it is such that the initial boundary value problem (L)) is well
posed. In Section [£3]it is given a more general definition for the function 8.

Section [2.2.2] discusses three examples. The first two show that, if the condition of block linear degeneracy
is violated, then there may be solution of

ur + A(u, Uz )y = B(w)ugy

exhibiting pathological behaviors, in the sense explained before. More precisely, the first example deal with
steady solutions
A(u, ug)uz = B(u)ugy, (1.9)

while the second one deals with travelling waves,
[A(u, u") — o E(u)ju’ = Bu".

In the previous expression, o represents the speed of the wave and it is a real parameter. Finally, the third
example in Section 2.2.2] shows that if the rank of the matrix B is not constant, then there may be solutions
of (L) exhibiting pathological behaviours of the same kind discussed before.

Section 23] discusses the hypotheses that are assumed in both cases, when the matrix B in (CI) is
invertible and when it is not. It is assumed that the system is strictly hyperbolic (see Section [Z3] for a
definition of strict hyperbolicty). Also, it is assumed that when ¢ — 0 the solutions of v¢ of (II)) converge
to a unique limit. Also, it is assumed that the approximation is stable with respect to the initial and the
boundary data and that the limit has finite propagation speed.

We refer to Section [Z3]for the exact statement of the hypotheses, here instead we underline another point.
The proof of the convergence of v° in the case of a generic matrix B is still an open problem. However,
there are results that provide a justification of our hypotheses. In particular, in [2§] it is proved the local in
time convergence in the case B is invertible, but in general different from the identity. Moreover, in [3] the

authors proved the global in time convergence in the case of an artificial viscosity (B(v®) is identically equal



to In). The analysis in [3] exploits techniques that were introduced in [8, 9, [10, [IT] to deal with the Cauchy
problem. In [3] it is proved the same kind of convergence we assume in the present properties. Also, other
properties we assume here (stability of the approximation, finite propagation speed of the limit) are as well
proved in [3]. Analogous results were proved in [48] for a special class of problems with 2 boundaries.

Also, we point out that there are several works that study the stability of the approximation in the case
of a very general viscosity matrix B. Actually, the literature concerning this topic is very wide and hence
we will quote only works that concern specifically initial boundary value problems: [47, [42] 43| 44].

1.1.2 Section [Bt the characterization of the hyperbolic limit in the case of an invertible
viscosity matrix

Section [l discusses the characterization of the limit of (I2) when the matrix B is invertible. Actually,
because of the hypotheses we assume in Section 2] we study the equivalent (in the sense specified therein)
problem

E(uf)u§ + A(uf, eus)us, = eB(u)us, u® € RN

u(t, 0) = up (1.10)

u®(0, z) = qo.

Also, Section Blis divided into fours parts.

Section [B1] collects preliminary results that are needed in the following.

Section 32 gives a quick review of some results concerning the characterization of the limit in the Riemann
problem. These results were introduced in [7].

The Riemann problem is a Cauchy problem with a piecewise constant inial datum with a single jump.
Let us focus for simplicity on the conservative case:

Uy + f(u)z = 0_
w00 ={ 4 T3 —

A solution of (ILTTl) was first described in [39] assuming some technical hypotheses (i.e. that all the fields
are either genuinely non linear or linearly degenerate). Since we will need in the following, here we briefly
review the ideas exploited in [39] to obtain a solution of (LIT).
Denote by
Ar(u) < - < An(u)

the eigenvalues of the jacobian D f(u) and by r1(u) ...ry(u) the corresponding eigenvectors. For simplicity,
we assume that all the fields are genuinely non linear. In this case, one can chose the orientation of r; in such
a way that V; -r; > 0. For every i = 1...N we denote by 8¢ (u™) a curve in RY which is parameterized
by s; and which enjoys the following property. For every value Si (u™) there exists a speed A close to A;(u™)
such that the Rankine Hugoniot condition is satisfied, i.e.

Py =7 (84 h) = Aut =8} @], (112)

Also, let RY (u') be the integral curve of r;(u) starting at ™, in other words R’ (u™) is the solution of the
Cauchy problem

d . .
LR = ri(Riw")

Ri(ut) = ut
Finally, let 7{ (u™) be defined as follows:

; R (ut) 8,20
7 +\ S T
Tsi(u )= { S’L(u—‘r) s, <0



In [39] it is proved that T? (u™) is a C? curve such that

dT! (u)
dSi

Si =0

In the following, we will say that 77 (u™) is the i-th curve of admissible states. Indeed, every state T7 (u™)
can be connected to ut by either a rarefaction wave or a shock which is admissible in the sense of Liu. In
other words, if s; > 0 then the solution of the Riemann problem

us + f(u), =0

fout x>0 (1.13)
u(0, z) = { T (ut) <0

is

u(t, x) = T;, (u”) T <t (T; (u+)) (1.14)

Titt) (T;, (u+)) <z <tht), z=th (T;’(u+))

The meaning of the third line is that u(¢, ) is equal to T¢(u™) (the value assumed by the curve at the point
s) when x is exactly equal to \; evaluated at the point T¢(u™). The value of u is well defined because of the
condition V; - r; > 0.

On the other side, if s; < 0 then the solution of the Riemann problem (LI3)) is

ut x>t
u(t, ) = ' (1.15)
T! (u™) x <t

The speed ) satisfies the Rankine Hugoniot condition and it is close to A;(u™).
In this way one obtains N curve of admissible states 7} (u™), ... T (u™). To define the solution of the
Riemann problem (I.TT]) one can proceed as follows. Consider the function

W(sy...sn,ut) =T, o . TN oTH (u™). (1.16)

SN—1

With the notation 72~ o TNV (u™) we mean that the starting point of T\~ is TX (u™), i.e. that

TON_1 o TS]YV(qu) = TS]YV(UJF).

It is proved in [39] that the map % is locally invertible with respect to sy ...sy. In other words, the values
of s1...sy are uniquely determined if one imposes

u” =p(sy...sn, ut),

at least if 4~ is a close enough to u*. One takes u~ as in (LII) and obtains the values si ...sxy. Indeed,
we assume, here and in the following, |u™ —4~| << 1. Once s;...sy are known, one can obtain the limit
gluing together pieces like (LI4) and (LI5).

The construction in [39] was extended in [40] to more general systems. Also, in [7] it was given a
characterization of the limit of

uf + A(uf, eul)us = eB(uf)us, u® € RY

ut >0 1.17
ua(()’x):{u_ xzo ( :

when |u™ — u~| is sufficiently small (under hypotheses slightly different from the ones we consider here).



The construction works as follows. Consider a travelling profile for
up + AU, Ug) g = B(U)ugq,

i.e. u(z — ot) such that
Bu)u" = (A(u, u') — UE(u))u’.

In the previous, expression, the speed of the wave o is a real parameter. Then u solves

B(;)v’ - (A(u, v) — aE(u))U (1.18)
o =0

The point (ut, 0, \;(u™)) is an equilibrium for (IIR). Also, one can prove that a center manifold around
(ut, 0, A\;(uT)) has dimension N + 2.

We recall here that every center manifold is invariant with respect to (II8) and moreover satisfies the
following property: let (u®, p°, %) belong to M and denote by (u(x), p(z), o(x) the orbit starting at
(u®, p°, 0°). Then

—

lim (u(@), p(a), o(2))e /2= (0,0,0)  lim_(u(@), p(x), o) )e /2 = (0, 0, 0).
The constant ¢ in the previous expression is strictly positive, depends on the matrix F~'A and it is defined
in Section 2 (Hypothesis [3]).

Fix a center manifold M°. If (u, v, o) is a solution to (LIJ)) laying on M€, then

v = ;7 (u, vy, o)
v; = ¢i(u, v, 07)v; (1.19)
ol =0.

The functions 7; and ¢; are defined in Section 3.2.1]
The construction of Tsiiu+ works as follows. Fix s; > 0 and consider the following fixed point problem,
defined on a interval [0, s;]:
u(r) =+ [ Rul6), ul), o:(©)de

V; T) = fi(Ta u, Vg, Ui) - COanZ‘(T, u, Vg, Gi) (120)

Wlao)—concfi(f, U, Vi, 05).

dr

oi(1) =

We have used the following notations:

fi(r) = /OT Ailus, vi, 03 (§)dE,

where

Ailwi, vi, 0i](§) = ¢i (ui(ﬁ), vi (), %(5)) + cg(Uo)o.
Also, concf; denotes the concave envelope of the function f;:
concf;(7) = inf{h(s) : his concave, h(y) > fi(y) Vy € [0, s;]}.

One can show that the fixed point problem ([20) admits a unique solution.
The link between (L20) and (LI8) is the following: let (u;, v, 0;) satisfy (332). Assume that v; < 0 on
Ja, b[ and that vi(a) = vk (b) = 0. Define «;(7) as the solution of the Cauchy problem

dozi 1

dr _Ui(T)
a;(a+b/2)=0




then (u; o a, v; 0 v, 05 0 ;) is a solution to B3] satisfying

zgmoo u; o i () = w(a) zEI}_lOO u; o () = u;(b).
Thus, u;(a) and u;(b) are connected by a travelling wave profile.

On the other side, if v; = 0 on the interval [¢, d], then the following holds. Consider R u(c), the integral
curve of r;(u) such that Rju(c) = u(c). Then u(d) lays on R’ u(c), thus u(c) and u(d) are connected by a
rarefaction or by a contact discontinuity.

If s; < 0, one considers a fixed problem like (I20]), but instead of the concave envelope of f; one takes
the convex envelope:

conv f;(1) = sup{h(s) : his convex, h(y) < fi(y) Vy € [0, s:]}.

Again, one can prove the existence of a unique fixed point (u;, v;, ;).
The curve T7 u™ is defined setting
T! ut = u(s;).

Si

This curve contains states that are connected to u™ by rarefaction waves and shocks with speed close to
)\i (u+)
If u= = T! wt, then the limit of the approximation (ILI7) is

u™ x < 0;(0)t
u(t, ) = ¢ wils) x = o;(s)t (1.21)
ui(si) = Tiut x> oi(si)t

In the previous expression, o; is given by (L20) and it is a monotone non increasing function.

It can be shown that in the case of conservative systems with only genuinely non linear or linearly
degenerate fields the i-th curve of admissible states T u™ defined in [7] coincides with the one described
n [39]. Once T7 u™ is known, then one defines ¢ as in (II6) and find the limit gluing together pieces like

C.21.

In Section B.2.2] we give a characterization of the limit of

E(uf)uf + A(uf, eul)us, = eB(uf)u, u® € RN
us(t, 0) = up (1.22)
u®(0, z) = Uo.

when the boundary is not characteristic, i.e. when none of the eigenvalues of E~'A can attain the value
0. The idea is to costruct a locally invertible map ¢ which describes all the states that can be connected
to g, in the sense that is specified in the following. Loosely speaking, the map ¢ represents for the initial
boundary value problem what the map ¢ defined in ([II0]) represents for the Cauchy problem. Once ¢ is
defined, one takes @, as in (L22)) and imposes

Uy = (],5(1]0, 51...SN).

If 4p and @ are sufficiently close, then this relation uniquely determines the values of s1 ... sy. Once these
values are known, then the limit u(¢, ) is uniquely determined. More precisely, one can define the value of
u(t, x) for a.e. (¢, ). We will come to this point later.

The construction of the map ¢ works as follows. Denote by A1 (u) ... Ay (u) the eigenvalues of E~*(u)A(u, 0)
and by 7 (u)...7n(u) the associated eigenvectors. Also, assume that for every u,

A(u) <. oA (u) < —e <0< e < Apg1 < ... An(u)

In other words, n is the number of negative eigenvalues of E~1(u)A(u, 0). These eigenvalues are real because
this is one of the hypotheses listed in Section [ (Hypothesis B).



For i = n+1...N consider the i-th curve of admissible states. Fix N — n parameters s, 41 ...sy and
define

N

_ mgn+l N—1 N —
=157 0... Ty~ o Ty uo.

As before, the notation 7Y ~! o TV %y means that the starting point of T ~! is
TS]YV U, TON 1= TSJX,QO- Thanks to the results in [7] we quoted before, @ is connected to @y by a sequence of
rarefaction waves and shocks with stricly positive speed.

To complete the construction, one considers steady solutions of
E(u)ut + A(u, uz)ur = B(u)uzz

i.e. couples (U, p) such that
U=p
1.23
{ B(u)y = Alu, p)p (1.23)
The point (@, 0) is an equilibrium for (L23)). As shown in section 3222 the stable manifold around (4, 0)
has dimension 7, i.e. has dimension equal to the number of strictly negative eigenvalues of E~1A. Also, the
following holds. Let 1) be a map that parameterizes the stable manifold, then 1) takes values into R x RY
and it is defined on a space of dimension n. To underline the dependence on u we will write ¢(u, s1 ... sp).
Denote by 7, the projection

oy RY x RY — RV
(u, p) = u
Fix n parameters s; ...s, and consider m, o ¥ (u, s1...5,). Consider the problem

{ A(u, Uz )ty = B(u)ugy
w(0) = my 0 P(U, S1...5n),

then there exists a unique solution of this problem such that

wEIJIrlOO u(z) = 1.

Setting u®(x) := u(xz/¢e), one finds a solution of

A(u®, eul)u;, = B(u®)ug,

such that u®(0) = m, 09 (q, s1...s,) and for every x > 0,

lim v®(z) = a.
Jim w*(z)
In this sense, we say that there is a loss of boundary condition when passing to the hyperbolic limit, because
the boundary condition 7, o (4, $1...s,) disappears in the limit. We point out that the idea of studying
steady solutions to take into account the loss of boundary condition was already exploited in many previous
work, e.g in [28].

To complete the characterization of the limit, we define ¢ as

o(tg, $1...SN) =Ty © @[J(Ts’ilﬂ o.. .TS]YVj o TSJX,QO, S1... sn).
In section B.2.2] we prove that the map ¢ is locally invertible, i.e. the values of s;...sy are completely
determined is one sets
Up = (],5(170, S1 .. .SN).

We take the same u;, as in (L2Z2). As pointed out at the beginning of the paragraph, once s;...sy are
known, then the value of the self similar solution u(¢, ) is determined for a.e. (¢, ). One can indeed glue
together pieces like (L21)). In particular, it turns out that the trace of u(t, ) on the axis z = 0 is

_ mn+l N—1 N —
=157 0... T, = o Ty uo.

|



As we have already underlined before, the relation between ; (the boundary datum in (IL22))) and @ is
interesting for the study of hyperbolic initial boundary value problems.

In Section 323 we give a characterization of the limit of the parabolic approximation

B(uf)u§ + A(u, eus)us = eB(u)us, u® € RN
u(t, 0) = up (1.24)
u®(0, z) = Up.

when the boundary is characteristic, i.e. one eigenvalue of E~' A can attain the value 0. The characterization
of the limit works as follows. We costruct a locally invertible map ¢ which describes all the states that can
be connected to @g. Once ¢ is defined, one takes @, as in (L24]) and imposes

Uy = (],5(7]0, 81...SN).

If 4p and w, are sufficiently close, then this relation uniquely determines the values of s1 ... sy. Once these
values are known, then the limit u(¢, z) is uniquely determined.

Formally, the idea is the same as in Section However, the construction of the map ¢ is definitely
more complicated in the boundary chararacteristic case.

Roughly speaking, the reason is the following. Let Aj(u)... Ay (u) be the eigenvalues of E~!(u)A(u, 0).
They are real by Hypothesis Bl Assume

Ar(u) < .o Apm1(u) < —e < Ap(u) < e < Mgy < .. AN (w),

where c is a suitable positive constant. In other words, there are at least k — 1 strictly negative eigenvalues,
N — k strictly positive eigenvalues and one eigenvalue close to 0.
Define

k+1 N—-1 N
= TE o TN o TN a,

then @y is connected to @ by rarefaction waves and shocks with stricly positive speed. We now want to
define the k-th curve of admissible states. To define Tskk ), we might try to consider the fixed point problem

ur) =t [ (), v (6), (€
v (T) = fk(T U, Vg, ok) — conc fx (T, u, vk, ok) (1.25)
—conc (7, u, vk, oK),

Uk(T) CE UO) d

where 7y, fir and cg are the same as in (L20). However, if we consider (IL25]) we are not doing the right
thing. Indeed, we might have that the speed oy is negative at a certain point 7. Since eventually we want
to define the limit u(¢, x) as in (L21]), we want o to be greater then 0.

Another problem is the following. Consider the system satisfied by steady solutions of

E(uw)uy + Au, ug)uy = B(u)ugy,
i.e. consider ,
U=p
1.26
{BWW=AWmm (1.26)

Also, consider the equilibrium point (@, 0). Let M? be the stable manifold of (I.26) around (uy, 0). For
simplicity, assume A (2x) = 0. Then, there might be a solution (U, p) such that

lim (U(m), p(x)) - (uk o)

r— 400

but (U, p) does not belong to the stable manifold. However, this kind of solution should be taken into
account when we study the loss of boundary condition.

10



To tackle these difficulties one can proceed as follows. Instead of the fixed point problem (2], one

considers .

u(r) = g + / F(u(€), vr(€), or(€))de

0
vg(7) = fx(7, u, vk, ox) — monfir(7, u, Vg, o) (1.27)
or(1) = %Emcnﬁc(ﬁ U, Vg, Ok ).

In the previous expression, mon fj denotes the monotone concave envelope of the function f,
mon f(7) = inf {g(T) 0 g(s) > fr(s) Vs, g concave monotone non decreasing in [0, s;] }

Some properties of the monotone envelope are discussed in Section BI.2] here we stress that monf is a
concave and non decreasing function, thus the solution oy of (L27) is always non negative.

Also, the following holds. Denote by (ug, vk, o) the solution of (L27)) (existence and uniqueness are
proved in Section [B23]). Define

§=min{s: ox(s) =0} (1.28)
and
s=max{s: ox(s) =0, vg(s) =0}.

Assume 0 < § < s < s,. Then uy(5) is connected to uy by a sequence of rarefaction and shocks with positive
speed. Also, one can show that there exists a steady solution U,

such that U(0) = ug(sx) and
lim U(z) = uk(s).

r——+0o0
However, in general this solution does not belong to the stable manifold of system ([26). This means
that considering system (21 we also manage to take into account the converging steady solutions we were
missing considering just the stable manifold of (I26).

Heuristically, to complete the construction one should consider the stable manifold of (28] and hence
take into account the steady solution that, for = that goes to +o00, converge to ux(s) with fast exponential
decay, in the sense specified in Section Actually, the situation is more complex. The reason, loosely
speaking, is the following . There may be a solution U that converges to ux(s) and such that some of
its components converge with fast exponential decay, but other components converge more slowly. This
possibility is not covered if we consider only the solutions laying on the stable manifold and those given
by ([L27). To take into account this possibility some technical tools are introduced. More precisely, one
considers suitable manifolds: center stable manifold and uniformly stable manifold. The existence of these
manifolds is a consequence of results in [33], but some of the most important properties are recalled in
Section 323

Eventually, one manages to define a locally invertible function ¢. One then takes @, as in ([L24) and
imposes

Up = ¢(ﬂ0, S1. SN)
If 4p and @, are sufficiently close, then this relation uniquely determines the values of s1 ... sy. Once these
values are known, then the limit u(¢, x) is uniquely determined and can be obtained gluing together pieces
like (LZT)). In particular, it turns out that the trace of u on the x axis is ux(3), where uy solves (L21) and

5 is given by (L2]).

1.1.3 Section[dt the characterization of the hyperbolic limit in the case of a singular viscosity
matrix

In Section @ we discuss the characterization of the limit of (IZI)) when the matrix B is not invertible. Actually,
because of the hypotheses introduced in Section 2] one studies the limit of
uf + A(uf, eul)us = eB(uf)us, u® € RY
B(u(t, 0)) =g (1.29)
u®(0, z) = o

11



This system is equivalent to (ILI) in the sense specified in Section Also, B8 = B(u(vs)): a precise

definition is given Section[2l In particular, 8 ensures that the initial boundary value problem ([29)) is well
posed. Section Ml is divided into several parts.

In Section [£J] we introduce some preliminary results. The point here is the following. In Section [3 we
give a characterization of the hyperbolic limit when the viscosity matrix is invertible. A key point in the
analysis is the study of travelling waves

[A(U, U") — o E(U)|U' = BU)U" (1.30)

and of steady solutions
AU, UNU" = BU)U". (1.31)

To give a characterization of the hyperbolic limit when the viscosity matrix is not invertible, we have to
study again systems (L30) and ([3T]). However, being the viscosity matrix B singular, a technical difficulty
arises. Let us focus, for simplicity, on the case of steady solutions. If B is invertible, we can write

U=
{ p = g(u)flA(u, p)p (1.32)

In this way, we write system ([3I) in an explicit form. On the other side, if the matrix B is singular,
additional work is required to reduce (L31)) in a form like (I.32]). This is indeed done in Section L1l What
we actually obtain is not a 2N-dimensional first order system like (L32)), but a lower dimensional first order
system. The exact dimension depends on the structure of the matrix A, in the sense specified in Section E1

In Section 2Tl we review the characterization of the hyperbolic limit in the case of a Riemann problem,
i.e. the limit of

uf + A(uf, eud)ul = eB(u)us, u® € RN

ut x>0
us((),x):{ um <0

As for the case of an invertible B (Section B22]), the key point in the analysis is the description of the
i-th curve of admissible states Tsiiu*. However, there are technical difficulties due to the fact that B is not
invertible. Actually, in Section 22T] we only give a sketch of the construction, and we refer to [7] for the
complete analysis.

In Section we introduce a technical lemma. The problem is the following. Consider a steady
solution (L31]) and assume that it is written in an explicit form like (I32). This is possible thanks to the
considerations carried on in Section Il Given an equilibrium point for this new system, consider the stable
manifold around that equilibrium point. For reasons explained in Section[£.2] we need to know the dimension
of this stable manifold. Lemma [£.7] ensures that the dimension of the stable manifold is equal to n —n11 — g,
where n is the number of strictly negative eigenvalues of A, n1; is the number of strictly negative eigenvalues
of the block Aj; and ¢ is the dimension of the kernel of the block Aj;. The block Ay; is defined by (LH).
Lemma 7] gives an answer to a question left open in [44].

In Section we discuss the characterization of the hyperbolic limit of

uf + A(uf, eul)us = eB(uf)us, u® € RY
B(us(t,0)) =g (1.33)
u®(0, z) = o

when the matrix B is singular, but the boundary is not characteristic, i.e. none of the eigenvalues of
E~Y(u)A(u, 0) can attain the value 0.

To provide a characterization, we construct a map ¢(@o, Snyy+q+1--.Sn) which enjoys the following
properties. It takes values in RY and when s,,,14+1...8n vary it describes all that states that can be
connected to g, in the sense specified in the following. Note that similar functions are constructed in
Section and Section and they are used to describe the limit of the parabolic approximation when
the viscosity is invertible. However, in those cases the functions depend on N variables, while in the case of
a singular matrix B the function ¢ depends only on (N — nj; — g) variables.
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Also, in the case of a singular viscosity we have to compose ¢ with the function $, which is used to assign
the boundary datum in (I33]). It is possible to show that the map 8 o ¢ is locally invertible, in other words
the values of sp,,4q+1...5n are uniquely determined if one imposes

Bod(Sny1+qt1---SN) =G, (1.34)

provided that |B(@g) — g| is small enough. We will plug the same g as in (I33). Once the values of
Snii+q+1 - - - Sy are known, the limit u(¢, z) can be determined a.e. (¢, ) in the same way as in Sections
B.2.2] and In particular, one can determine exactly the value of the trace of the limit w on the axis
x = 0. As pointed out before, this is important for the study of hyperbolic initial boundary value problems.

The construction of the map ¢ works as follows. Denote as before by n the number of the eigenvalues
of E71(u)A(u, 0) that are strictly negative, since the boundary is not characteristic the number of strictly
positive eigenvalues is N —n. For ¢t = n+1...N, let T; be the i-th curve of admissible states, whose
construction is reviewed in Section 21l Fix s,41...5x and define

|

=T o . TN o TN a. (1.35)

Sn+41 SN —1

As before, with the notation TSJX;} o TS]YV g we mean that the starting point of TS]YVj is TSJX, Ug, i.e.

TON_l OTS]YVQO = TSJYVQO
The value u is connected to @y by a sequence of rarefactions and shocks with strictly positive speed.
To complete the construction, we consider steady solutions of

E(u)ut + A(u, uz)uz = B(u)urmv

i.e. we consider solutions of
A(u, ug)y = B(u)ugy (1.36)

In Section we discuss this system and we explain how to write it as first order O.D.E.. Also, in
Section we study the stable manifold of (L36]) around an equilibrium point such that v = % and
ug = 0. In particular, we prove that this manifold has dimension n — n11 — ¢. Let (@, Spyy4q - - - Sn) & map
that parameterizes the stable manifold (we are also putting in evidence the dependence on u). For every
Snii+q - - - Sn there exists a solution u of (L36]) such that w(0) = ¥(@, Sny,+4q - - - Sn) and

wgrfoo u(z) = a.

setting u®(x) := u(x/e) one obtains a steady solution of

Ewf)u; + A(u®, eul)ul, = B(u®)us
such that for every z > 0
lim u(z) = a.
e—0t
In other words, we experience again a possibile loss of boundary condition from the parabolic approximation
to the hyperbolic limit.
The map ¢ is then defined as follows:

- — N-1_pN . _ pN -
&(Q0, Snyy+qt1---SN) = ¢(TSD o Ty o = T3\ U0, Snyytqil--- sn).

In Section we prove that 8 o ¢ is locally invertible with respect to sp,,1g+1---5n-

Here, instead, we point out the following. The fact that the dimension of the stable manifold of [[.36] has
dimension n — n1; — ¢ is proved in Section and it is not, a priori, obvious. However, n — nj; — ¢q is
exactly the number that makes things works if one wants the function o ¢ to be locally invertible, in the
sense that § o ¢ takes values in RN —m11-9 and hence to be locally invertible it should depend on N —ni; —¢q
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variables. Since we have to take into account NV — n curve of admissible states, we are left with n —ni; — ¢
variables for the stable manifold.

In Section B.2.2] we provide a characterization of the limit of

uf + A(uf, eul)us = eB(uf)us, u® € RY
B(u(t, 0)) =g (1.37)
u®(0, z) = o

when the matrix B is singular and the boundary is characteristic, i.e one of the eigenvalues of A can attain
the value 0. Actually this case requires no new ideas, in the sense that one can combine the techniques that
are described in Section (to deal with the fact that the boundary is characteristic) and in Section 23]
(to deal with the singularity of the matrix B).

Finally, in Section [£3] we introduce a technical lemma which guarantees that the function o¢ in ([L34) is
locally invertible. We also provide a more general definition for the function 8. Such a definition still ensures
that the initial boundary value problem ([37) is well posed and that the map 8 o ¢ is locally invertible.

1.2 Unquoted references

Existence results for hyperbolic initial value problems were obtained in [31] and [45] relying on an adaptation
of the Glimm scheme of approximation introduced in [29].

These results were later improved by mean of wave front tracking techniques. These techniques were
used in a series of papers ([14] [15] [18, 19, 20} 2T, 22} 23]) to establish the well posedness of the Cauchy
problem. A comprehensive account of the stability and uniqueness results for the Cauchy problem for a
system of conservation laws can be found in [I6]. There are many references for a general introduction to
system of conservation laws, for example [25] and to [46]. As concerns initial boundary value problems, in [I]
the existence results in [3I] and [45] were substantially improved, while well posedness results were obtained
in [26].

In [2] it is studied the limit of the wave front tracking approximation. In particular, the authors extended
to initial boundary value problems the definition of Standard Riemann Semigroup. Such a notion was
introduced in [I5] for the Cauchy problem. Roughly speaking, the analysis in [2] guarantees that to identify
the semigroup of solutions it is enough to consider the behaviour of the semigroup in the case the initial
and the boundary data are constant. It hence one of the most important motivations for the study of the
parabolic approximation (L]

Acknowledgments: the authors express their gratitude to Denis Serre for having carefully read a previous
version of the work and for his useful remarks. Also, the authors wish to thank Jeffrey Rauch for useful
observations concerning the definition of boundary condition for the hyperbolic-parabolic system. Finally,
we would like to thank Fabio Ancona for his useful remarks concerning the concave envelope of a function.

2 Hypotheses

This section introduces the hypotheses exploited in the work.

The exposition is organized as follows. In Section [2.I] we introduce the hypotheses we impose on system
([2) when the viscosity matrix B is invertible. In Section 222 we discuss the hypotheses exploited when the
matrix B in () is singular. Finally, in Section 23 we introduce the hypotheses needed in both the cases,
when the matrix B in (L)) is invertible and when it is not.
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In Section ZZT] we also discuss three examples which show that, if some of the conditions introduced
are not satisfied, then there may be pathological behaviors, in the sense specified there. Also, we define the
function B used to assign the boundary condition in 1.

In [I3] it will be discussed a way to extend to a more general setting the condition of block linear
degeneracy, which is the third condition in Hypothesis [2

2.1 The hypotheses assumed when the viscosity matrix is invertible

In this section it is considered the system
v + AV, V) vy = B(0)Uga (2.1)
in the case the viscosity matrix B(v) is invertible. We assume the following.

Hypothesis 1. There exists an (invertible) smooth change of variables v = v(u) such that 21)) is equivalent
to system
E(wus + A(u, ug)u, = B(u) gy, (2.2)

where

1. for any u, the matriz E(u) is real, symmetric and positive definite: there exists a constant cg(u) such
that

V& ERY, (B(u), €) > cp(u)lgf.
2. for any u, the matriz A(u, 0) is symmetric.
3. for any u, the viscosity matriz B(u) is real and there exists a constant cg(u) > 0 such that

vEeRY, (B(u), €) 2 cp(w)l¢f.

In particular, the matrix E(u) may be the differential Dv(u) of the change of coordinates.
The initial boundary value problem (L2)) is equivalent to

uf + A(uf, eul)us = eB(uf)us, u® € RV
wE(t, 0) = 1y (2.3)
u® (0, z) = o,

where v(tg) = U9 and v(@p) = Up. Indeed, one can verify that, thanks to the invertibility of the viscosity
matrix, it is possible to assign a full boundary condition i, € RY.
In the case system (2.I]) is in conservation form

vt f) = (Bloyw,) (2.4)
xr
Hypothesis [l is guaranteed by the presence of a dissipative and convex entropy.
For completeness we recall that the entropy 7 is dissipative for ([Z4) if for any v there exists a constant
¢p(v) such that

VE RN, (D*n(v)€, B(v)€) > cp(v)[¢f (2.5)

It is known (see for example [30]) that if system () admits a convex entropy 7, then there exists a
symmetrizing and invertible change of variable v = v(u). More precisely, if the inverse function u(v) is
defined by u = Vn(v), then v satisfies system ([2.2)), with A(u, 0) symmetric and given by

A(u, 0) = Df (v(u)) (DQU(’U(U))) . % (B(v(u)) (Dzn(v(u)))_l) =Df(v(u)) (Dzn(v(u))) B

Ue=0

Moreover,



is symmetric (being the inverse of an hessian) and positive definite by convexity, while the dissipation
condition (Z5]) guarantees that

B(u) = B(v(u)) (DQU(U(u)))*l

is positive definite. Hence Hypothesis [I] is satisfied.

2.2 The hypotheses assumed when the viscosity matrix is not invertible
The aim of this section is to introduce the hypotheses that will be needed in Section M to study system

v + AV, V) vp = B(0)Uga (2.6)
in the case the viscosity matrix is singular.

Hypothesis 2. There exists an (invertible) smooth change of coordinates v = v(u) such that (Z4) is
equivalent to system
E(wus + A(u, ug)u, = B(w) gy, (2.7)

where

1. the matriz B(u) has constant rank r < N and admits the block decomposition

Bu) = ( 8 b&) ) (2.8)

with b(u) € M"™*". Moreover, for every u there exists a constant cy(u) > 0 such that
VEERT, (b(u), &) > ep(w)l€]*.
2. for any u the matriz A(u, 0) is symmetric. Moreover, the block decomposition of A(u, uy) correspond-

ing to (Z8) takes the form
< An(u) Alg(u) > (2 9)
A21 (u) Agg(u, uw) ’ ’

with Ay; € MV=X(N=1) = A0 e MIN=7)%7 - Ay1 € M"*WV=") and Ayy € M"*". Namely, only in the
block Aso depends on uy.

3. a condition of block linear degeneracy holds. More precisely, for any o € R the dimension of the kernel
ker[A11(u) — o E11(u)] does not depend on w, but only on o.

This holds in particular for the limit cases in which the dimension of ker(A11 —oE11) is equal to N —r
or to 0.

4. the so called Kawashima condition holds: for any u,

ker(B(u)) N {eigenvectors of E~'(u)A(u, 0)} = 0

5. for any u, the matriz E(u) is real, symmetric and positive definite: there exists a constant cg(u) such
that

VEERY, (E(u), &) > cu(u)ls.
In the following, we will denote by

( Bu(u) Bu)
E“‘)—(E;(u) Eli(u)) (210)

the block decomposition of E(u) corresponding to (Z.8)).
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The change of variable v = v(u) guarantees that the initial-boundary value problem (1)) is equivalent
to
E(uf)uf + A(u, eul)us, = eB(u)us, u® € RN

B(us(t,0) =g (2.11)
u®(0, z) = o,

where v(tio) = To, v(Tp) = Ty, B(u) = B(v(u®)).

Relying on the block decomposition of the viscosity matrix described in Hypothesis [2 in Section [Z.2.1]
the explicit definition of the function 8 is introduced. Moreover, in Section such a definition is extended
to a more general formulation.

In order to justify the assumptions summarized in Hypothesis [ it will be made reference to the works
of Kawashima and Shizuta, in particular to [34] and to [37].

In particular, in [37] it is assumed that the system in conservation form

v+ f(v)y = (B(v)vz) (2.12)

x
admits a convex and dissipative entropy n which moreover satisfies

-1 _ ~

—1
(D)) BO)" = Bw) (D)) .
If one performs the change of variables defined by w = Vn(v), finds that system (Z.0)) is equivalent to

E(w)w; + A(w)w, = (B(w)wz) ,
with A and B symmetric.
It is then introduced the assumption

Condition N: the kernel of B(w) does not depend on w.

and it is proved that Condition N holds if and only if there exists a change of variable w = w(u) which
ensures that system ([2I2)) is equivalent to

E(wus + A(u, ug)uy = B(u)ugy

for some E(u) that satisfies condition 5 in Hypothesis 2] and some A(u, u,) and B(u) as in condition 2 and
1 respectively.
Moreover, it is shown that Condition N is verified in the case of several systems with physical meaning.

On the other side, the fourth assumption in Hypothesis 2 is the so called Kawashima condition and was
introduced in [34]. Roughly speaking, its meaning is to ensure that there exists an interaction between the
parabolic and the hyperbolic component of system (2.6) and hence to guarantee the regularity of a solution
&9).

Examples 2T] and in Section show that, if the condition of block linear degeneracy is violated,
then one encounters pathological behaviours, in the following sense. One may find a solution of (2.6l that
are not continuously differentiable. This is a pathological behaviour in the sense that, when one introduces
a parabolic approximation, one expects a regularizing effect. In Section [[LT.T] we explain why it is interesting
to look for an extension of the condition of block linear degeneracy to a more general setting. This problem
will be tackled in [13].

Finally, Example 23] show that if the first condition in Hypothesis [ is violated, then one can have
pathological behaviours like the one described before. In other words, if the rank of B can vary, then one
may find a solution of ([Z7) which is not continuously differentiable.
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2.2.1 An explicit definition of boundary datum for the parabolic problem
Thanks to Hypothesis 2 system (I2) is equivalent to

E(uw)u; + A(u, uz)um = B(u)Ugy ueRN
B(u)(t,0) =g (2.13)
u(0, =) = 1y,

where 8(uf) = B[v°(u)]. In this section we define the function 8. Once B(u) is known, one can obtain B(v)
exploiting the fact that the map v(u) is invertible. In Section [£3] we extend this definition to a more general
setting.

Let r be, as in the statement of Hypothesis[2 the rank of the matrix B. Decompose u as u = (u1, us
where u1 € RV=" and us € R”. then the equation

)T

)

E(u)uy + Au, ug)uy = B(u)ugs

can be written as

{ Eriure + Erouge + Aritig + Arpuge =0 (2.14)

Eoruiy + Eaouge + A1ty + Azouay = buog,

The blocks Eq1, A11 and so on are as in (Z9) and (ZI0).

In the first line of [ZI4) only first order derivatives appear, while in the second line there is a second
order derivative ug,,. In this sense, u; can be regarded as the hyperbolic component of ([2I4]), while s is
the parabolic component. As explained in section [[.I.I], one can impose r boundary conditions on ug, while
one can impose on u; a number of boundary conditions equal to the number of eigenvalues of El_llAll with
strictly positive real part.

We recall that we denote by n1; the number of strictly negative eigenvalues of A11, by ¢ the dimension
of kerA;; and by n the number of strictly negative eigenvalues of A. One can prove that the number of
eigenvalues of E;'A;; with strictly negative real part is equal to ny; (see Lemma (BI) in Section BI11
which was actually introduced in [6]). Also, the dimension of the kernel of Ej;' Ay is g.

Let C;(u, 0) € RV~ be an eigenvector of E;;' A1 (u) associated to an eigenvalue 7; with non positive real

part. Let Z;(u, 0) € RY be defined by
Zi=( G 2.1
(5) 215

Z(u) :=span(Zi(u, 0),..., Zn,,+4(u, 0)).

oy s (& Yoo (€ )o( 5 Y (P )

where €; € R" are the vectors of a basis in R” and w; € RN—T are the eigenvectors of EﬁlAll associated to
eigenvalues with strictly positive real part.
Since W(u) @& V(u) = RY, every u € RY can be written as

and finally let

Finally, let

U= Uy + Uy, Uy €W(u),u, € Z(u). (2.16)

in a unique way.
We define 8 as follows.

Definition 2.1. The function 8 which gives the boundary condition in [ZTIT) is

g :RY — RN-nmu—g
(2.17)

U U,

where u, is the component of u along W(u), according to the decomposition (Z.IG).

We refer to Section for an extension of this definition.
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Figure 1: the graph of the function w;(x) in Example 2]
Uy

Ul (0)

u1(0) x

2.2.2 Examples
Example 2.1. This example deals with the equation
A(u, ug)uy = B(u)ugs, (2.18)

in the case the condition of block linear degeneracy (the third in Hypothesis [2)) does not hold.

System (2.I8)) is satisfied by the steady solutions of ([27). One therefore expects the solution of (ZIJ)
to have good regularity properties: the example which is going to be discussed show that if the condition of
block linear degeneracy does not hold a function u satisfying (ZI8) may have the graph illustrated by Figure
M and hence be not C'. Moreover, the figure suggests that a pathological behavior typical of the solution
of the porous-media equation may occur, namely it may happen that a solution is different from zero on a
interval and then vanishes identically. Let u = (uy, u2)T and let

B(u):<8 (1))

Ay, ug) = < ?1 (1), >

Then the assumption of block linear degeneracy is not satisfied in a neighborhood of u; = 0: we therefore
impose the limit conditions

and

zEI}_lOO ui(z) =0 zEI-ir-loo uz(x) = 0.
In this case equation (2ZI8)) writes
{ ul(ulx—kl) =0 (2 19)
Ul = U2y

Since the equation satisfied by u; admits more solutions in a neighborhood of u; = 0, to introduce a selection
principle we proceed as follows.
We consider a solution u” = (u}, uy)? of ([ZI8) such that
. VN
zl{rfoo uf(z) =v.
The parameter v is positive and we study the limit » — 0T. Fix the initial datum w19 > 0. The component
uYy satisfies the Cauchy problem

uf, =
uy (2.20)
uf(0) = U10



If v is sufficiently small then w19 > v and hence u;, is always negative. In other words, u} is a monotone
non increasing function which satisfies v < uY(z) < uqo for every z. Also, note that if 11 < vy then, for
every x,

uy(z) < uf(x). (2.21)

This can be deduced by a comparison argument applied to the Cauchy problem (220)). Indeed, if uy > 0

then 5 §
v—ui'  v-—up’

uyt uyp?
In particular, from (Z21]) we deduce that for every x u}(z) is monotone decreasing with respect to v and

hence it admits limit v — 0.
Denote by u; the pointwise limit of uy for v — 0F: we claim that w; satisfies

U (ulw + 1) =0.

Indeed, let
xo := min{z : u'(x) = 0}.

If £ < =z, then by monotoniticity for every v and for every y < = uig > u¥(y) > ui(z) > 0. Also, if v is
sufficiently small then u¥(x) > 0 and by monotonicity v} (y) > u¥(z) > 0. Consider the relation

v fv— ulf(y)
uy () = u1p + / —dy.
i) 0 uy (y)

We take the limit ¥ — 0™ and, applying Lebesgue’s dominated convergence theorem, we get
up () = ugo — .

On the other side, if > x( then by monotonicity u;(z) < 0. On the other side, ui(x) > 0 for every x. We
conclude that ui(z) = 0 if 2 > xy. In other words, xp = u1p and

U —x x < U
ui(z) =
1( ) { 0 Z‘Zulo.

This function ha the graph illustrated in Figure [l and it is not continuously differentiable. In this sense, we
encounter a pathological behaviour.

Remark 2.1. An alternative interpretation of the previous considerations is the following.
Consider the family of systems

ULUL, + Uz, =0
Uly = U2xx (222)
u1(0) =wv limy oo u1(z) =y limg 400 u2(z) =0

parametrized by the limit value y € R. Let U;(y) be the set of the values v such that [222) admits a
solution. The ODE satisfied by wu; is
Yy—u

U1

Ule =

when u; # 0. From a standard analysis it turns out that when y > 0, then U, (y) =]0, +o00[. When y = 0,
U, (0) = [0, +o0[, while when y < 0, Uy (y) = {y}.

In other words, U; is a manifold of dimension 1 when y > 0, a manifold with boundary and with dimension
1 when y = 0, while when y < 0 the dimension of the manifold drops to zero, i.e. the manifold reduces to a
point.
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Figure 2: the graph of the function u(z) in Example 22
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Example 2.2. Example [ZTlshows that, if the condition of blcok linear degeneracy (the third in Hypothesis
) is not satisfied, then one can find a steady solution of

E(wus + A(u, ug)uy = B(u)ugy (2.23)

which is not continuously differentiable.

As we see in the following sections, steady solutions are important when studying the limit of the parabolic
approximation (ZI3]). Other solutions that play an important role are travelling wave solutions, i.e U such
that

(A(U, U’y — aE(U))U’ = BU)U". (2.24)

In the previous expression, o is a real parameter and it is the speed of the travelling wave. More precisely,
in the following sections we study travelling waves such that o is close to an eigenvalue of the matrix E~'A.
Let

ur 1 0 0 0 0
Alu, ug) = 1 10 Bw:=1| 0 1 0 |, (2.25)
0 00 0 01

which are obtained from a system in conservation form

w+ f(w), = (B, )

x

where ’
flw) = (u%/?—kuz, u1 + uog, O)

and B(u) is the constant matrix defined by (2.25).

The matrix A defined by ([2:25]) has an eigenvalue identically equal to zero: we will focus on the travelling
waves with speed o = 0.

System (2.24) can then be rewritten as

ULU1z + U2e = 0
Uty + U2y = U2pa (226)

0 = uzga-

As in the case considered in Example 21Tl the condition of block linear degeneracy is not satisfied in a
neighborhood of u; = 0 and therefore we study travelling wave solutions such that

wEIJPoo ui(x) =0 wEIJPoo us(z) =0 a:EIJPoo uz(z) = 0.
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From system (2:26]) and from the previous condition one obtains

u?/24+uz =0
Uy + Uz = U2y
uz = 0.

Hence in the following we ignore the third component of the solution and we study only the first two lines
of the system, which can be rewritten as

2
ug = —us/2
{ U1y = U3 /2 — ug. (227)

If uy # 0, the second line is equivalent to
Uly = 1,(,1/2 — 1.

Fix w19 such that 0 < uig < 2. We impose u1(0) = w10 and we obtain
ul(x) =2 —+ (u10 — 2)6I/2,

This solution can be extended as far as uy; > 0: when u; reaches the value zero, (Z27)) admits more that one
solution.

In order introduce a selection principle, we proceed as in Example 2] and we introduce a family of
solutions u” = (uy, u¥, uf) of (Z24) such that

lim wuf(z)=v lim wy(x)=0 lim wj(x) =0. (2.28)
r— 400 r——+00 r——+00

We also impose uf(0) = u10. In the previous expression, v is a small and positive parameter and we study

limit ¥ — 0F. One can repeat the same considerations as in the previous example and conlude that when

v — 07 the solution u} converges pointwise to

uy () = 2+ (ur (0) — 2)e®/? x < 2log (2/(2 - U10))

0 x > 2log (2/(2 — Ulo)) (2.29)

up(z) =

This function has the graph illustrated in Figure 2l and it is not continuously differentiable.

Example 2.3. The aim of this example is to show that if in a system of the form ([27)) the rank of the matrix
B is not constant, thus contradicting the first assumption of Hypothesis[2l then pathological behaviors of the
same kind described before may appear. More precisely, we find a steady solution which is not continuously
differentiable.

We consider the system in conservation form

ur + f(u), = (B(u)ugg)

x

1
f(ul, U,z) = ( Zi ) B(ul, Ug) — < gU’ly ? >

for some v > 3. In this case, the rank of B(u) drops from 2 to 1 when u; reaches 0: to find out pathological
behaviors it seems therefore natural to study the solution in a neighborhood of w; = 0. More precisely, the
attention is focused on steady solutions

with

fu)e = (B(u)uz) (2.30)

such that
lim w;(z) =0 ui(x) >0 lim wg(z) =0 (2.31)

r——+0o0 r——+0o0



and it will be shown that the graph of the first component u; has the shape illustrated in Figure Bl Hence
w1 is not continuously differentiable and presents a behaviour like the one typical of the solutions of the
porous-media equation: it is different from zero on a interval and then vanishes identically.

In this case equation (2:30]) writes
(.7
{ 2o = (”1) (2.32)

Uy = U2y

and hence after some computations one obtains

2 @
Uy = —y | ———=u
Yy +1)
(2.33)
Ug = / u (y)dy.
—+oo
The equation satisfied by u; admits more than one solution in a neighborhood of u; = 0.
To introduce a selection principle we consider the matrix
vy — (V@) 0
and the equation
-1
us, = (B @) f(w)a. (2.34)

In the previous expression, v is a positive parameter and we study the limit ¥ — 0%. We keep the limit
conditions ([Z3T)) fixed. In other words, this time we do not perturb the limit condition (as in the previous
examples), but the equation itself. Note that now BY is invertible. The solution of (Z34)) with limit
conditions ([Z3T)) satisfies
2y
uy)? = v(uy)? + ——(uy)r L 2.35
(us) (uf) 7+1(0 (2.35)

Indeed, from

x

v v v\y—1,,v
{ Uy = (Vulz + y(uy)? ulz)
| 2 14
Uy = Uy
one obtains integrating

v o__ v vyy—1, v
{ uy = vuf, +y(uf)"" uf,
v __ 14
Uy = Ugy-

Multiplying the first line by w1 = ug, and then integrating again one obtains (Z.33]). From (Z.33]) we get

v ___ QvAa))Mug,
Vul/ + uu ~y+1
s+ )
Taking us, = u} one eventually gets
2
, e S
Uiy = —

2v 4+ y(uy)y

Fix w19 > 0 and consider the Cauchy problem

Vv + 2 g+

2v + y(uf)Y

v
Uy = —

uf (0) = uf,
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Figure 3: the graph of the function u(z) in Example 23]
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One can then exploit the same considerations as in the previous examples: in particular, the fact that for
every x uf(x) is monotone decreasing with respect to v follows from

(T

v 2v 4+ y(uy)y

<0
v=0, u¥ >0

if ¥ < 3. One can the prove (proceeding as in the previous examples) that when v — 0%, 4} converges
pointwise to a function w; satisfying

—1)2
”i/i(’y ) (x — x0)? x < g
ui(z) = 2v(y+1)
0 T > xo,
where
27(7 + 1) y—1
To =4 ———="Uy -
(y—1)2 1

This function has the graph illustrated in Figure 3 and it is not continuously differentiable.

2.3 General hypotheses

This section introduces the general hypotheses required in both cases, i.e. when the viscosity matrix B in

(1) is invertible and when it is singular. In the statements of the hypotheses we actually make reference to

the formulation (1)) and (ZI3). Thus, in particular, we consider the same value g as in (1)) and ZI3]).
First of all, we assume strict hyperbolicity:

Hypothesis 3. There exists § > 0 such that, if u belongs to a neighbourhood of gy of size § then all the
eigenvalues of the matriz E~*(u)A(u, 0) are real. Moreover, there exists a constant ¢ > 0 such that

igf{‘)\i(u, 0) — Aj(u, 0)|} >c>0 Vi#j.

We also introduce an hypothesis of convergence:
Hypothesis 4. Let
E(u®)uf + A(u®, eul)ul, = eB(uf)us,
Bu(t, 0)) = g(t)
U’E(Ov 33) = 1?(,0(33)
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be a parabolic initial boundary value problem such that g, ug € Llloc and
|9(0) — B(10(0))|, TotVar{g}, TotVar{ue} <& (2.36)

For a suitable constant 6 << 1. Then we assume that there exists a time Ty, which depends only on the
bound § and on the matrices E, A and B, such that

TotVar{u®(t, )} < C§ Ve, t €0, Ty).
We also assume directly a result of convergence and of uniqueness of the limit:
Vte o, To) u(t,-) —u(t) Lj,, whene — 0" TotVar{u(t)} < C4.

We point out that the uniqueness of the limit is actually implied by the next hypotheses and the unique-
ness results for the Standard Riemann Semigroup with boundary: it is made reference to [2] for the extension
of the definition of SRS to initial boundary value problems, while an application of this notion to prove the
uniqueness of the limit of the vanishing viscosity solutions was introduced in [I1] in the case of the Cauchy
problem.

It is also assumed:

Hypothesis 5. It holds
|B(t0) — gl <0
for the same constant 6 << 1 that appears in Hypothesis [J]

An hypothesis of stability with respect to L! perturbations in the initial and boundary data is also
introduced:

Hypothesis 6. There exists a constant L > 0 such that the following holds.
Two families of parabolic initial boundary value problems are fixed:

up® + A(ute, eul)uls = eB(ur®)uls u2® 4+ A(u??, euZ)uZs = eB(u?®)u2s
B(u'=(t, 0) = g'(t). B(u?s(t, 0)) = g°(t). (2.37)
ut#(0, z) = uj(w) u?*(0, z) = uj(w)

with 4}, g* and w2, g* in L}, and satisfying the assumption ([236).

Then for all t € [0, Ty] and for all € > 0 it holds

lut=(t) — u**(t)ll2 < L(IIU% — gl + 19" — ggllu)-

From the stability of the approximating solutions and from the L] . convergence one can deduce the

stability of the limit. More precisely, let u' and u? the limits of the two approximations defined above, then

lu’ (8) = w?(®) ]| ox < L(Ilué —agllpr +1lg" — gzllu)-

Finally, it is assumed that in the hyperbolic limit there is a finite propagation speed of the disturbances:

Hypothesis 7. There exist constants 3,c¢ > 0 such that the following holds.
Let 4}, g' and 4, §° in Llloc and bounded, let u' and u¢? be the solutions of (Z31) and u' and u® the
corresponding limits. If
gt =g°(t) Vt<to ug(x)=1ug(z) Yo<b

then
| (z, t) — u?(z, t)| < O(e‘cmin{lr_max{o’ﬂ(t_to)}"‘””_“ﬁ”}/é) Vz € [max{0, 5(t —to)}, b — fBt].

Analogously, if
ug(z) = ug(z) Va € la, b]
then
W (z, £) — w2z, 1)| < o(e—cmin{lf—a—ﬂthlr—b%l}/e) Vaelat Bt b— Bt
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Figure 4: the finite propagation speed in the hyperbolic limit
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Remark 2.2. Hypothesis [[l may appear a bit technical. It implies the finite propagation speed of distur-
bances in the hyperbolic limit: an heuristic representation of this phenomenon is illustrated in Figure [l
Loosely speaking, the reason why we need finite propagation speed is the following. We have to be sure that
the limit of (2.I3)) in the case of a generic couple of data (g, g) can be obtained gluing together the limit
one obtains in the case of cooked up data, namely data connected by travelling wave profiles.

3 Characterization of the hyperbolic limit in the case of an in-
vertible viscosity matrix

The aim of this section is to provide a characterization of the limit of the parabolic approximation ()
when the viscosity matrix B is invertible. The precise hypotheses that are assumed are listed in Section 2]
and 2.3} in particular, these hypotheses guarantee that it is sufficient to study system

E(uf)uf + A(uf, eul)us, = eB(uf)us, u® € RN

us(t, 0) = up (3.1)

u®(0, z) = uo,

where the matrices E, A and B satisfy Hypotheses [l and Bl

The exposition is organized as follows. In Section Bl we discuss some preliminary results. More precisely,
in Section BIT] we recall some transversality results discussed in [6]. In Section B2l we recall the definition
of monotone envelope of a function and we introduce some related results. In Section we review some
results in [7]. Namely, we give a characterization of the limit of parabolic approximation

E(uf)u§ + A(uf, eul)u = eB(u)us,
R _Jum 2<0
u(O,x)—{uO x> 0.

In Section 223 it is given a characterization of the limit of the parabolic approximation ([B1l) in the case
of a non characteristic boundary, i.e. when none of the eigenvalues of E~!A can attain the value 0. The
case of a characteristic boundary occurs when one of the eigenvalues of E~'A can attain the value 0 and it
is definitely more complicated than the previous one. The characterization of the limit (B.I) in the case of
a characteristic boundary is discussed in Section

3.1 Preliminary results
3.1.1 Transversality results

The following lemma is discussed in [28]. However, for completeness we will repeat the proof.
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Lemma 3.1. Assume that Hypotheses and[3 hold. Then for any given u and ug,
1 B Y uw)Au, un)§ =0 <= A(u, up) =0 <= E~'(u)A(u, uz)§ =0 £ RN

2. the number of eigenvalues of the matriz B~1(u)A(u, 0) with negative (respectively positive) real part is
equal to the number of eigenvalues of E~1(u)A(u, 0) with negative (respectively positive) real part.

Proof. The first point is actually an immediate observation.
To simplify the notation, in the proof of the second point, we will write A, B and F instead of A(u, 0),
B(u) and E(u) respectively. One can define the continuous path
F:[0,1] — MN*N
s+ (1 —s)B+ sE,

which satisfies the following condition: for every s € [0, 1], F'(s) is positively definite and hence invertible.
Indeed,

VEERYN (F(s)€ &) > min{cp(u), cp(u)}|E>. (3.2)

Moreover, by classical results (see for example [38]) from the continuity of the path F(s)"'A it follows the
continuity of the corresponding paths of eigenvalues A1 (s) ... An(s).
Let k — 1 be the number of eigenvalues of F(0)~'A = B~1A with negative real part:

Re(M(0)) < ... Re(MAe_1(0)) < 0 = Re(As(0)) < Re(Aes1(0)) < ... Re(An(0)).

Because of the continuity of A1 (s)...\;(s), to prove that the number of negative eigenvalues of F(1)~1A =
E~1Ais (k — 1) it is sufficient to prove that for any i = 1...(k — 1), X\;(s) cannot cross the imaginary axis.
Moreover, the case A;(s) = 0 is excluded because otherwise the corresponding eigenvector £ should satisfy

F(s)"YA&(s) = 0 for any s and hence A;(s) = 0. It remains therefore to consider the possibility that A;(s)
is purely imaginary.
By contradiction, assume that there exist 5 € [0, 1], A € R\ {0}, r € CV such that

F(3)'Ar =ixr: (3.3)
just to fix the ideas, it will be supposed that A > 0. Moreover, let
r=mr1+1ire, 711, T2 e RV,
Then from (B3] one gets

Ary = —AF(5)rs
Arg = )\F(§)7’1

and hence from [B2]) and from the symmetry of A it follows

(Ary, 75) < =Amin{cp(v), cp(v)}|ra|?
(Ary, r9) = (Ary, 71) > Amin{cp(v), cg(v)}|r1]?,

which is a contradiction since A > 0. This ends the proof of Lemma [3.11 O

In the following, given a matrix C' we denote by V*(C) the direct sum of all eigenspaces associated with
eigenvectors with strictly negative real part, by V¢(C) the direct sum of the eigenspace associated with the
eigenvector with zero real part, and V*(C) the the direct sum of all eigenspaces associated with eigenvectors
with strictly positive real part. Lemma [B.I] ensures that, if Hypothesis [I] holds, then for all u, u,

Ve (E_l(u)A(u, 0)) =Ve (A(u, 0)) =Ve (B_l(u)A(u, O))
dimV*(E~" (u)A(u, 0)) = dimV* (B~ " (u)A(u, 0))
dimV?® (E_l(u)A(u, ug)) = dimV* (B~ (u)A(u, Uug))
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Lemma 3.2. Assume that Hypotheses [ and[3 hold, then
yu (E—l(u)A(v, 0)) nve (B_l(u)A(v, 0)) = {0}.

Thanks to the previous lemma, which is a direct application of Lemma 7.1 in [6], one can conclude that
actually

yu (E’l(u)A(u, 0)) Ve (E’l(u)A(u, 0)) % (B’l(u)A(u, 0)) — RV, (3.4)

3.1.2 Some results about the monotone envelope of a function

The aim of this section is to collect some results that will be needed in Section Proposition B1] is
very similar to results that were introduced, in a much more general form, for example in [5] and [32].
However, since the situation discussed here is slightly different, for completeness we give a proof. Also,
results analogous to Propositions and are discussed in [4], but a proof is given here for completeness.

In the following, concyy 4 f will denote the concave envelope of the function f on the interval [0, s],
namely

(conc[07s]f) (1) :=inf {h(T) 2 h(t) > f(t) Vtelo,s], his concave}. (3.5)

We will consider only the case of a function f € C;>'([0, s]), i.e. f € C"!and f’ is Lipschitz continuous with
Lipschitz constant smaller or equal to k.
The symbol monyy 4 f will denote the monotone envelope of the function f on the interval [0, s], i.e.

(mon[oys]f) (1) :=sup {h(T) 2 h(t) > f(t) Vtelo,s], hisconcave and nondecreasing}. (3.6)

Lemma 3.3. Let f € C ([0, s]), then
1. concyg, 4 f is continuous and satisfies ||concjy, g fllco < || f|lco-
2. If T €]0, s] and
(concio,of)(7) = (7);

then concyg, s f is differentiable at T and
! !
(conc[o’ S]f) (1) = f'(1).

3. If T €]0, s] and
(concp, 1) (1) > 1(7),

then there exists a, b such that 0 < a < 7 < b < s such that

(t—a)f()+®—1)f(a)
b—a '

Ve la, b, (conC[o7 s]f) (t) =

4. concp, 4 f(0) = £(0), concpy, 5 f(s) = f(s).

Proof. By definition,
f(1) < concpo, g f(1) V7 €0, 5] (3.7)

and hence —||f|lco < concy, 4 f(7). Moreover, the constant function || f||co is concave and greater or equal
to f and hence concjy 4 f(7) < |[f|lco. Combining the two inequalities, one gets |lconcjy g f[lze < [/ f]lco-
Moreover, concjg 4 f is a concave function and hence it is continuous in all the inner points of its domain,
thus in |0, s[. Later on we prove that it is also continuous at t = 0 and ¢ = s.
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To prove the second point, assume that 7 €]0, s[ and that concjy 4 f(7) = f(7). If h > 0, then thanks to

&
Flr+h) — f(r) _ concp af(r +h) — concyp  f(7)
h - h

and hence
F(r) = lim fr+h)—f(1) < lim concyg, ) f(7 + h) — concyy, o f(7)
h—0+ ~ h—O0+ h

Note that f/(7) exists because f € C}!, while

. concpy, 5 f(T 4 h) — concjy, 4 f(7)
lim
h—0t h

exists because the difference quotient is a monotone non increasing function. By the same reason,

o concyg, ¢ f (T + h) — conc, ) f(7) < lim concyg, 4 f (T + h) — concyg, 5 f(7)
h—0- h = h—0- h '

Moreover, taking h < 0 one can proceed as before and get

Fr) = hlinol_ flir+ hf)L — f() > hlinol_ concyg, 4.f (T + h})L — concyg, 5 f(7)

and hence putting all the previous considerations together one gets that (conc[oy s1f )/(7‘) exists and it is equal
to f'(7).
To prove the third point, take 7 such that concy, 4 f(7) > f(7) and take a and b as follows:

a:=inf{t <71: f(t) < concyy 4f(t)}

and
b:=sup{t > 7: f(t) <concp, 4 f(t)}. <s

To simplify the notations in the following we will also assume

concyg, ) f(a) = concyy, 4 f(b) =0,

the general case being analogous by subtracting a linear function.

First of all, note that concy 4 f(t) > 0 for every t € [a, b] because concyy 4 f is a concave function
and hence it is greater or equal to the segment joining two of its values. We want to prove that also
concyy, 5 f(t) < 0. More precisely, we will consider the function

concyy, 5 f(t) t<a
h(t):=< 0 a<t<b
concyg, ) f(t) t>0.

and we will prove that concjy 4 f(t) < h(t). Since the function h is concave, it is enough to show that
h(t) > f(t) for every t € [a, b]. By contradiction, assume that there exists 7 € [a, b] such that f(r) > 0.
Assume that 7 is exactly a point at which f assumes it maximum on [a, b]. If 7 = a or 7 = b then there
is nothing to prove because f(¢) < 0 for every ¢ in [a, b]. Moreover, let 7,,, denote a point at which the
maximum of concyg, 4 f on [a, b] is assumed: since concyo, 5 f is concave, then it is non decreasing for t < 7,
and non increasing for ¢ > 7,,,. Moreover, by [8.7) f(7) < concg, 4 f(7:n). Consider the function z defined as
follows:

concjg, 5 f() t<tq

z2(t):=<¢ f(1) a<t<b
concyy 5 f(t) > ty,

where
t, = min{t € [a, b] : concy 4 f(t) = f(7)}
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and

ty = max{t € [a, b] : concyy 4 f(t) = f(7)}.
Putting all the previous considerations together it turns out that ¢, < 7,, < t; and hence z is a concave
function which is greater or equal to f. Thus, concpg, 4 f < z and hence in particular

concyy, 5 f(7) < 2(1) = f(7).

This contradicts the assumption concyg 4 f(t) > f(t) on |a, b].
Note that if a > 0, then automatically f(a) = concyg, 4 f(a). Now we want to prove that, even if a = 0,
J(0) = concpg, 4 f(0). By contradiction, assume that f(0) < concjg, 4.f(0) = 0, then consider the function

FO) +[f et t<t
w(t) =< 0 a<t<b
concp, 5 f(t)  t=>1,

where t is the point at which f(0) + || f/||cof = 0. Then w is a concave function greater or equal to f and
hence w > concyy 4 f, which contradicts the assumption f(0) < concyg, 5 f(0).

In an entirely similar way one proves that f(b) = concy, 4 f(b) even if b = s. This completes the proof of
the third point.

To prove the fourth point we proceed as follows. From the points 2 and 3 we know that concjg 4 f is a
bounded function that satisfies

!/
| (coneip,£) ()| < 1f'lleo V7 €10, 5]
Thus, it has bounded total variation and hence the following limit exists:
Ilin([)l+ concyg, 4 f(z) := L.
We want to prove L = f(0). Let
S = {7‘ €]o, s[: f(r) < COHC[O,S]f(T)}.

The set S is open and hence

S = Jlan, bl

n>1
for suitable sequences {a, } and {b,}.
If
inf{a,} =0,
there are two possibilities. If the infimum is actually a minimum, then
b) — f(0
1) = 10O ooy

for some b > 0. One can then exploit the same function w as before to prove that f(0) = L. If there exists
a subsequence a,, — 0T, then

L= lim concy qf(an,)= lim f(an,)= f(0).

k—-+oo k— o0
Finally, if
inf{a,} > 0,
then
f(1) = concjo, g f(1) V7 €]0, inf{a,}],

then by the continuity of f L = f(0).
Analogous considerations guarantee that concy 4 f is continuous at ¢ = s and that concyy 4 f(s)

£(s). 0
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/
Because of points 2 and 3 of Lemma[3.3] the function (conc[m sf ) is continuous at every point in ]0, s[.

Also, relying on considerations analogous to those performed in the last part of the proof of Lemma B3] one

/
can prove that (conc[o’ 5] f) is continuous at ¢ = 0 and ¢t = s. Note that it is actually enough to prove that

the following limits exist:

linsr17 (conc[o, 5] f) / (7).

T—

lim (conc[m N f) /(7')

T7—0t

Indeed, one can then apply the theorem of the limit of the derivative. We conclude that the following holds
true:

Proposition 3.1. If f € ;> ([0, s]) , then concyy, 5 f € ¢yt ([0, ).

The following result describes the relation between the concave and the monotone envelope. The proof
exploits considerations similar to those used to prove Lemma and it will be therefore omitted.

Lemma 3.4. Let f € C,i’l([(), s]), then

_J concpy, g f(r) ifT<1
monyo, 5 f(7) = { concg, ¢.f(70) if 7> 7.

The value 1y is given by
T0 = mcwc{t €0, s]: (conc[ojs]f)l(t) > 0}. (3.8)

If (conc[oys]f)/(t) is negative for every t, then we set 1o = 0.
Combining Lemma [3.4] and Proposition 3.1 one deduces that if f belongs to C;’ ([0, s]) then
mono, S]f S Cé’ 1([0, 81])
The following propostion collects some estimates that will be exploited in Section 323}

Proposition 3.2. Let f, g € C,i’l([(), s]). Then

1.
llconcpo, g flleo < 1flleo Il (coneo, ) lleo < I1/lleo-

[concyg, 51 f — concpo, ggllco < |If —glleo || (concpo, o f — concpo, 19) [leo < I = g'[leo (3.9)
Proof. To prove the first point, note that
concyg, 5 f(t) < concp, 5 (f — g)(t) + concp, 519(t) Vit

because concyg, 4 (f — g)(t) + concyg, 5g(t) is a concave function greater or equal to f — g+ g = f. Thus, by
the first point in Lemma

concy, 4 f(t) — concyg, 59(t) < |lconcig, 5 (f — g)llco < If —gllco V€10, 8]
and by analogous considerations
concy, 519(t) — concp, 5 f(t) < [[f — gllco VE €O, 5]

This concludes the proof of the first point.
To prove the second point, let us first make a preliminary consideration:

(concpo, 19)(s) # ¢'(s) = Fa <s: (concy, 4g) (t) = constant V € [a, 3] (3.10)
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Indeed, if there is t, — s~ such that g(t,) = concyy 4qg(tn) then ¢'(t,) = (conc[o,s]g)l(tn) and hence

(concy, S]g)/(s) = ¢'(s). In particular, if (conc[ojs]g)/(s) # ¢'(s) then concjy 5)g > g on an interval [, s] and
thus exploiting Lemma B3] point 2, one conclude with BI0).

Let 7 be a point at which the maximum of |(conc[0, s)f — concpg, g)/| is assumed. Just to fix the ideas,
suppose )
(concyo, 5).f — concyo, 59) (1) = 0.

Because of the second point in Lemma [3.3] if (conc[m S]f)/(T) # f'(7), then there are a, b such that 7 € [a, b]

and
fla) — f(b)

(concpo, 4 f) (1) = — Vt € [a, b].

Moreover, since (conc[o, S]g)/ is non increasing, it is not restrictive to suppose 7 = b. Also, because of the first
point in the statement of Lemma B3] if b < s then (concy, S]f)l(b) = f/(b). Thus, if (concy, S]f)/(b) # f'(b)
then b = s. If (conc[07s]g)/(s) = ¢'(s) then

(concpo, 5 f — concyg, yg) (s) < (f — 9)'(5)-

Indeed,
f(s) = concyy, 4 f(5) concyg, 5 f(t) > f(t) Vt<b

and hence (concyy o) (s) < f/(s).

On the other side, if (concjy q9) (s) # ¢/(s) then combining (3I0) and the second part of Lemma 3.3
one gets that there exists a < s such that

9(5) — g(@)

(conc[o,s]g)/(s) R

Moreover, o > a. Indeed, if o < a then (concyo, S]f)/(a) > (concp, S]f)/(b) and hence b would be no more a

point at which the maximum of (conc[O, s)f — concg, g g)l is assumed. By Lagrange’s theorem, there exists
x € |a, 8] such that

[£(s) = g(s)] = [f(c) — g(e)]

(f—9)(z) =

o [f(s) = g(s)] — [concpy, ) f(a) — g(a)]
_ f(S) - COHC[O,s]f(a) _ (COHC[O S]g)/(s)

= (concyg, f) (&) — (conepg, o))" (2)

This concludes the proof of the second point in the case (conc[o’ S]f)/(T) > (CODC[O,S]f)I(T). The opposite

case (conc[O, S]f)I(T) < (conc[o’ S]f)/(’i') is entirely analogous. O
The following result concerns the dependence of the concave envelope from the interval:

Proposition 3.3. Let 51 < so, f € C''([0, s2]) and assume that Ilf'lco(ro, so)) < C1do. Then there are
constants Cy and C3 such that

||C011C[07 Sl]f — congyp, S2]f||c0([07 si) < C200(s2 — $1) (3.11)

and
||(COHC[0’ 51]f — congyo, sz]f)/HCO([Q s1i) < C300(s2 — $1)- (3.12)

Proof. We will proceed in several steps:
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1. For every 7 € [0, s1],
J(1) < concyy, 4,1 f(7) < concyg, 4,1 f(7) (3.13)

Indeed, the restriction of concyg, ,,1f(7) to the interval [0, s1] is a concave and non decreasing function
which is also greater then f. From (BI3) one deduces that, for every 7 € [0, s1], the following
implication holds:

J(1) = concjy, 4,1 f(T) == concyg, 5,1f(T) = concyg, 5,1 f (7). (3.14)

2. It is not restrictive to assume

d
35 €lsi, sl £(5) > o (concp, s, f) | _ (5= 1) + conepp oy f(s1) (3.15)
T=S81
Indeed, if (B1H) is not satisfied then
") CSHC[O,sl]f(T) T €0, s1]
T) = _
o (conc[o,sl]f) ‘7251 [§ — 1] + concp, 5,1 f(51) T €]s1, 52]

is a concave function which is greater or equal to f on [0, s2]. Thus,
h(t) > concyy, 5,1 f(T) V7€ [0, s2].

In particular, on [0, s1]
concyg, 5,1.f (7) > concyg, 5,1.f(7)
and thus by BI3) the two coincide.
3. Before proving [B.I1]) we introduce other preliminary observations.

Given two arbitrary points a and b in [0, sq], let £ the line

éww):bia(ﬂwcww)+f®ms—@>.

Then
conc, 4] (f — éab) = (conc[m Sl]f) —Lap CONC[, 5] (f — éab) = (conc[m Sz]f) —Lgyp. (3.16)

Indeed,
coney, s, (f - éab) < (conqo,sl]f) —Layp

because (conc[m Sl]f) — {4p is a concave function bigger than f — ;5. On the other side,

(conqo, sl]f) < ALap + concg, 5] (f — gab)

since £, p + conep, s, (f — éab) is a concave function bigger then f — f,p 4+ lop = f.

Equalities (8I6]) imply, in particular, that in proving [BI1]) and BI2) one can fix two points a and b
in [0, s2] and assume that

flay=0  f(b)=0. (3.17)

Indeed, instead of f one can consider f —¢,3, which satisfies (BI7). Thanks to (BI6]), f satisfies (311))
and [BI2) if and only if f — £, does.
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4. Define

s* :=max{s € [0, s1] : concy, ,1f(s) = concy, ,1f(s)}

If s < s*, then concyg 4,1 f(s) = concjy, s,1f(s). Indeed, by contradiction assume that there exists a
7 € [0, s*] such that
concyg, 5,1.f (7) < concyg, 5,1.f (7). (3.18)

By (BI3) this implies that f(7) < concjg, 4, f(7) and hence, thanks to the third part of Lemma [3.3]
there are 7, and 7, such that 7, < 7 < 7, and concg, g, f on [14, 7] is a linear. Moreover, f(7,) =
coney, ,1f(7a) and f(7,) = concyy 4, f (7). Because of ([B.14), this implies f(7,) = concjg, 4,1 f(7a). Also,
because of the previous observation, it is not restrictive to assume f(7,) = f(m). Since concjg ,,1f
is a concave function, if concyy ,1f(7a) = 0 and concyy 4,1.f(7) < 0, then concyy ,,1f(t) < 0 for every
t > 7. If 7 > 51, then concyg 4,1 f < concyg, s,]f on ]7,, s1 and hence s* < 7, < 7, which contradicts our
hypothesis. On the other side, if 7, < 51 then from f(7,) = concyg, s,1.f(7) and (B.14) we deduce f(7,) =
concy, 5,1f (7). Being a concave function, concy s,1f on [74, 73] is above the line joining concyg, 5,1f(7a)
and concjy s,1f(75). Thus, in particular, concy, ,,1f(7) > concyg, 4,1 f(7), which contradicts (B.I8).

5. We now prove ([.IT)). Let s* as in the previous step. If s €]s*, s1], then concpg,,,)f > f and hence there
are sq, sp such that [s*, s1] C [s4, 5] C [0, s2] and on [s4, s3] concy, s,1f is the linear interpolation

between f(s,) and f(sp). Relying on (B.I6) , one can assume f(sq) = f(s5) = 0, getting concjg ,,1f =0
on [sq, sp]. Thus, concjy 4,1 f(s*) = 0 and concyy_4,1f < 0 on ]s*, s1]. This implies

I
(concg, 5,1.f) (s*) < 0.
Since (conc[o) sa]f )/ is the derivative of a concave function, then it is non increasing and

(conc[o,sl]f)/(s) <0 Vsel[s", si].

* *

In particular, conc, ,1f is non increasing on [s*, s;] and hence its minimum on [s*, s;] is assumed in

s1. Thanks to the previous step,

max {|concyy 4, f — concyy 5,1 f|} = max {|concyy 4,1 f — concy, s,1f]},
s€(0, s1] s€[s*, s1]

which is equal to —concjy 5,1f(s1) by the previous observations. By the forth part of Lemma [3.1]

concyy, 5,1.f(s1) = f(s1). To conclude, one can observe that

—f(s1) = f(sp) — f(s1) < C1(sp — s1) < C1(s2 — s1).

6. Before proving ([BI12)) we introduce the following observations. Let g € C;’l[a, b] such that g(a) =
g(b) = 0. Then

()25
99 =3

Indeed, consider for simplicity the case a = 0, b = 1. Let 5 denote a point at which g assumes its

minimum and suppose, just to fix the ideas, that 5 < 1/2. Denote by h the first derivative of g: h

is Lipschitz continuous function with Lipschitz constant smaller than k& and such that h(s) = 0.Thus,

h(s) > k(s — §) if s < 5. Moreover, Let us consider the Cauchy problem for g at s = 0:

{ g'(y) = h(y) > k(s —35)
g(0) = 0.

(s —a)(s—b) Vsé€]la,bl. (3.19)

By a comparison argument one gets
g(s) > ks*/2 —kss Vse|0, 5. (3.20)

Moreover,

k

2

Vs e[0,1], g(s) > g(5) > —=5% (3.21)
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To complete the proof of [BI9), let us consider to cases separately. If ¢’(1/2) < 0, consider the Cauchy

problem
W(s) =g ( )<k
h(1/2) <0

Then h(s) < k(s — 1/2) and thus the solution of

{ g'(s) = ()Sk(s—1/2)

g(1) =
satisfies
g(s) > ks(s—1)/2 V¥se[l1/2,1]. (3.22)
Define
ks?/2 —kss s<3
P(s) =< —ks%/2 5<s<1/2
ks(s—1)/2 s> 1/2.

By direct check one gets 9¥(s) > ks(s — 1)/2 for every s € [0, 1]. Putting together (3:20), (32I) and
[322) one gets therefore
9(s) = ¥(s) > ks(s —1)/2 Vs € [0, 1].

If ¢'(1/2) > 0 then
g(s) > ks(s—1)/2 Vse[l/2,1]. (3.23)
Indeed, thanks to (321I)) g(1/2) > —k/8. Assume by contradiction that
g(s) < ks(s—1)/2 (3.24)
for some s € [1/2, 1]. Define
Spi=max{s: g(s) > ks(s —1)/2}.
Since g(1/2) > —k/8 and g(sn) = ksn(sn — 1)/2, then there exits 7 € [1/2, s,] such that

g'(1) < k(r—1/2).

Consider the Cauchy problem
{ W(s)=g"(s) <k
h(r) = g()gk(7—1/2),

then h(s) < k(s —1/2) for s > 7. Then the solution of the backward Cauchy problem
{ ¢'(s) = h(s) < k(s — 1/2)
9(1) =0

satisfies g(s) > ks(s — 1)/2 for every s € [r, 1]. This contradicts (3:24) and hence ([3:23) holds. One
can then exploit the same function ¢ considered in the case ¢’(1/2) < 0 and conclude.

. We now prove [B.IZ). Let s* be as in the previous steps, then concyy ,,)f = concyg, 4,1 f on [0, s*] and
hence

(concyp, Sl]f)/(s) = (concy, Sz]f)/(s) s €0, s*[.
Thus,

||(conc[0)sl}f)/ — (concyg, s,] ) llcofo, s;] = max |(conc[0)sl}f)/(s) - (conc[0,52]f)l(s)|. (3.25)

s€[s*, st]
As in step 4, denote by s, and s, the values such that
f(sa) = f(sp)

Sa — Sb

(concy, Sz]f)/(s) =

S €]Sq, Spl-
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As before it is not restrictive to assume f(s,) = f(sp) = 0 and in this case
(conc[o,sl]f)/(s) <0 se|[s, si]

Since it is a non increasing function, the maximum in (.25 is given by —(concg ) f)/(sl). Define

s9 :=sup{s € [0, s1[: concyy, ,1.f(s) = f(s)}.

If s = 0, then for every s € [0, s1]
f(s) < conc, 5,1 f(s) < concp, s,) f(5).
In particular, one has s, = 0 and hence f(0) = 0. By the third part of Lemma [3.3]

(concyo ]f)/(Sl) _ fGs) = F(0) f(81)

Now we can apply the previous step to f defined on [0, s3], thus obtaining

f(Sl) k
— s — — <
s1 281 Sl(Sb Sl) -

N | I
o |

(sp —51) < =(s2 — $1)-

If s° = s, then (conc[msl]f)/(sl) = f’(s1). Consider two subcases separately. If s, < s, then also
(concpo, s,1f) (52) = f'(s2) and hence f'(s2) = 0 because we are assuming f(sq) = f(s5) = 0. Then

—f'(51) = [(s") = ['(s1) < k(s = 51) < h(s2 = 51).
On the other side, if s, = s2 one can proceed as follows. Since f'(s1) < 0, f(s1) < 0 and f(s2) =0,
then there exists § € [s1, s2] such that f'(5) = 0. Then

—f'(s1) = f'(8) = f'(s1) S k(5 —s1) < k(s2 — s1).
We are now left to deal with the case 0 < s° < s;. One then has

f(s°) = £(s1)

2
pa— (3.26)

- (CODC[O, sl]f)/(sl) =

Because of the implication (14, s, < s” and hence f(s%) < 0. Moreover, f(s°) = concp, 5,1 f(s%),
f(s') = concp 4,1/ (s1) and (conc[o,sl]f)l(s) <0 on [s% s1]. Thus,

fsh) < f(s") <0.

Since f(sp) = 0, there exists § € [s1, sp] such that f(3) =
function f — f(s°) defined on the interval [s°, 3], one gets f(s!)

in (326), one gets

(s°). Applying the previous step to the
— f(s%) > k(s1 —s°)(s1 —8)/2. Inserting

N | I

_(conc[o,sl]f)/(sl) < g(g —51) <

This concludes the proof of (312 and hence of the lemma.

(82 — 81).

Combining Lemma [3.4] and Proposition [3.4] one finally gets

Proposition 3.4. Let 51 < 5o, f € C'([0, s1]) and assume that Ilf'llco(ro, sa)) < C1do. Then there are
constants Cy and C3 such that

lmonyg, 5,1f —monpg, 5,1 fllco(o, s1)) < C2do(s2 — s1)

and
[[(monyo, ,).f — monyo, s,1f) lleo(io, s17) < C3do(s2 — s1).
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3.2 The hyperbolic limit in the case of an invertible viscosity matrix
3.2.1 The hyperbolic limit in the case of a Cauchy problem

In this section for completeness we will give a quick review of the construction of the Riemann solver for the
Cauchy problem. We refer to [7] for the complete analysis. The goal is to characterize the limit of

E(u)ug + A(u, ug)ug = eB(u®)ug,

u- <0 3.27
UE(O”x):{uo >0 3:21)

under Hypotheses [ Bl Bl and
The construction works as follows. Consider a travelling profile

BUU" = (A(U, U’y — aE(U)) v,

then U solves

B(;)v’ - (A(u, v) — aE(u))U (3.28)
o =0

Let \;(ug) be the i-th eigenvalue of E~1(iig)A(ig, 0) and let r;(ug) be the corresponding eigenvalue. If one
linearizes the previous system around the equilibrium point (g, 0, A;(%g)) one finds

0 In 0
0 A(’ﬁo, 0) — )\Z(ﬁo)E(ﬂo) 0
0 0 0

The generalized eigenspace corresponding to the 0 eigenvector is
Ve = {(Ua xri(tg), o) :u e RNz, 0 € ]R}.

It is then possible to define a center manifold which is parameterized by V¢: we refer to [33] for an extensive
analysis, here we will just recall some of the fundamental properties of a center manifold.

Every center manifold is invariant with respect to (328) and moreover satisfies the following property:
let (u, p°, o) belong to M€ and denote by (u(x), p(x), o(x)) the orbit starting at (u°, p°, 0°). Then

lim (u(x), p(z), a(x))e—“/z’: 0, 0, 0) lim (u(x), (@), a(x))e_cz/Q: (0, 0, 0).

T—+00 T— —00

The constant ¢ is the separation speed defined in Hypothesis A center manifold M¢ is defined in a
neighbourhood of the equilibrium point (%;, 0, A(@;) and it is tangent to V¢ at (@, 0, A(@;)).
Also, the following holds. Define

VU = {(ag, ijrj(ﬂo), o) :ueRY, zj, 0 € ]R},
J#i
where 71 (tg) ... 7_1(to), rix1(to) ... rn(1ig) are eigenvectors of E~1(iig)A(tg, 0) different than r;(ug). If
we write R2V+! = V¢ @ V¢ then the map

G Ve Ve VHE
that parameterizes M€ can be chosen in such a way that if 7. is the projection from V& V*® onto V¢, then
. o @, is the identity.

Fix a center manifold M¢. Putting all the previous considerations together, one gets that a point (u, v, o)
belongs M¢€ if and only if

v = v;1i(lo) + Z%‘(U, v, 04)15(Uo). (3.29)
i
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Since all the equilibrium points (u, 0, 0;) lay on the center manifold, it turns out that when v; = 0, then

7%(% 07 0'1') =0 vjv U, 0j.

Hence for all j, ©;(u, vi, 0;) = v;$;(u, v, 0;) for a suitable regular function ¢;. The relation ([B.29) can be

therefore rewritten as
V= 0; (T‘i(’ﬁo) + E ¢j(u, V;, (71‘)7']' (’[LQ)) = vlﬂ'(u, Vi, O’i).
JFi

Because of the tangency condition of the center manifold to the center space, it holds

i (ao, 0, Ai(ao) = r;(1p)-

Inserting the expression found for v into ([3:28)), one gets

Vip B(u)T; + v?B(u)DFﬁ*i + 0V B(u)Ti = v; (A(u, viT;) — O'iE(’U/))’f’Z

Considering the scalar product of the previous expression with 7; one obtains

Vi (<r Bu)i) + il B(u)m) — v (m, (A(u, i) — UiE(u))fi> — il B(u)D@m)

Hence setting

ci(u, Vi, O’i) = (f‘i, B(u)ﬂ) +vi<fi, B(u) iv>

ai(u, vi, 0) = (7, (A(uv Vi) — UiE(U)) 7i) — vi (T, B(u)D7;7;)

one can define ( )
a; (U, Vi, 0;
(u, v;, 0;) 1= —————=,
¢l i 1) ci(u, vi, 0;)
The fraction is well defined since ¢;(ug, 0, Ai(4o)) > cp(tg) > 0 and hence ¢; is strictly positive in a small
neighborhood. The constant ¢p is as in the third condition in Hypothesis [1l
a; aci 1 804

Thus,
99i i 1
80.i (710101)\i(ﬂ0)) CZZ 80’1 C; 80'1
Since
a; (o, 0, Ai(4o)) > cp(to) =0
then
olo 1/ _ _ _ _ _ _
8¢ = — (<ri07 (A(’LLQ, 0) - )\iE(uo))ri(UQ» - <7"7;('U/0), E(UQ)T‘l(Uo»)
0i (’Eg,O,)\i(ﬂo)) Ci
1 _ _ 0\ (3.30)
+ 2 (a0, (Ata 0) - 30 )
= —cg(ty) < 0.
In the previous computations, we have exploited the symmetry of A(ug, 0) and E(ig) and hence the fact
that
<T¢(’[LQ, 0), (A(ﬁo, 0) — )\iE(ﬁo))’f‘ig> = <(A(@0, 0) — )\iE(ﬁo))’r‘i(ﬁo), fw> =0

Also, the constant cg in (B30) is the same as in Hypothesis [II
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In conclusion, system (B28)) restricted to M€ can be rewritten as

u = ;7 (u, vg, o)
U; = ¢i (’LL, (%3 Gi)vi (331)
o, =0.

One actually studies the following fixed point problem, defined on a interval [0, s,]:
u(r) =0+ [ Fiul€), wie), o:(©)de
(%3 T) = fi(Ta U, Uy, Ui) - COI’leZ‘(T, u, Vi, Gi) (332)

oi(T concf;(T, u, v;, 0;).

_ 1
)= &t g

We have used the following notations:

fi(t) = /OT Nilui, v, 07](€)dE,

where

Niluis vi, 0:)() = 64 (w(©), vi(€). 03(9)) + ep(@o)o-

Also, concf; denotes the concave envelope of the function f;:
concf;(7) = inf{h(s) : his concave, h(y) > fi(y) Vy € [0, s;]}.

The link between (3:32)) and [3:28) is the following: let (u;, v;, o; satisfy B32). Assume that v; < 0 on ]a, b[
and that v (a) = vg(b) = 0. Define «;(7) as the solution of the Cauchy problem

dozi _ 1
dr v (T)
ala+b/2)=0

then (u; o i, v; 0 @, 0; 0 ;) is a solution to (B3]]) satisfying

lim  u; o a;(x) = ui(a) lim  u; o a;(x) = uy(b).
Tr——00 r——+0o0
Thus, u;(a) and u;(b) are connected by a travelling wave profile.

As shown in [7], 332) admits a unique continuous solution (u;, v;, ;). Also, one can show that wu(0)
and uk(s;) are connected by a sequence of rarefaction and travelling waves with speed close to A;(ug). If
u(t, x) is the limit of

Euf)uf + A(u®, us)us = eB(u®)us

_ Ug x <0
uf(0, ,x) = { wi(s)) >0

then as € — 0t

u(t, ) = ¢ ui(s) x==oi(s (3.33)

The i-th curve of admissible states is defined setting
Tsii’[l,o = ui(si).

If s; < 0, one considers a fixed problem like (832]), but instead of the concave envelope of f; one takes
the convex envelope:
conv f;(7) = sup{h(s) : his convex, h(y) < fi(y) Vy}.
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Again, one can prove the existence of a unique fixed point (u;, v;, o).

Also, in [7] it is proved that the curve Tsii is Lipschitz continuos with respect to s; and it is differentiable
at s; = 0 with derivative given by #;(ug). Moreover, the function Tsii is Lipschitz continuos with respect to
o.

Consider the composite function

_ 1 N —
¢(UQ, 81...8]\/) = TS1 O...TSNU/O

With the previous expression we mean that the starting point for TN =1 is not @y but S]YVQO. Thanks to
the previous steps, the map v is Lipschitz continous with respect to s ...sy and differentiable at s; = 0,
...sny = 0. The column of the jacobian are r1(g)...rn(%p). Thus the jacobian is invertible and hence,
exploiting the extension of the implicit function theorem discussed in [24] (page 253), the map ¢(ao,-) is
invertible in a neighbourhood of (s1...sy) = (0...0). In other words, if v~ is fixed and is sufficiently close

to ug, then the values of s ...sy are uniquely determined by the equation
U = w(’ﬁo, S1... SN).

Taking the same u~ as in (3.27)), one obtains the parameters (s ...sy) which can be used to reconstruct
the hyperbolic limit u of (B27). Indeed, once (s1...sy) are known then u can be obtained gluing together
solutions like ([B33)).

3.2.2 The hyperbolic limit in the non characteristic case

The goal of this section is to provide a characterization of the limit of the parabolic approximation ([B1I) in
the case of a non characteristic boundary, i.e. when none of the eigenvalues of E~!(u)A(u, u;) can attain
the value 0. More precisely, we assume the following.

Hypothesis 8. Let A\i(u)...An(u) be the eigenvalues of the matriz E=1(u)A(u, 0). Then there exists a
constant ¢ such that for every u

A(u) < - < Anlu) < —g <0< g < Angr(w) < - < An(w). (3.34)

Thus, in the following n will denote the number of eigenvalues with strictly negative negative real part
and N — p the number of eigenvalues with strictly positive real part.

To give a characterization of the limit of ([BIl) we will proceed as follows. We wil construct a map
¢(to, s1...5n) which is a boundary Riemann solver in the sense that as (s1...sy) vary, describes states
that can be connected to ug. We will the show that the map ¢ is locally invertible. Hence, given @y and uy
sufficiently close, the values of (s1 ...sn) are uniquely determined by the equation

Uy = (],5(170, S1 .. .SN).

Once (s1...sn) are known the limit of B.) is completely characterized. The construction of the map ¢ is
divided in some steps:

1. Waves with positive speed

Consider the Cauchy datum @y, fix (N — k) parameters (sy_y ... sn) and consider the value

= _ mN—k N -
u="T,,,o... T uo.

The curves TSJY\;’Z .. TS]YV are, as in Section B2} the curves of admissible states introduced in [7]. The
state @ is then connected to @ by a sequence of rarefaction and travelling waves with positive speed.
2. Boundary layers
We have now to characterize the set of values u such that the following problem admits a solution:
AU, U,)U, = B(U)Uygy

U0)=u
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We have thus to study system

U, =
{ ps = BU) AU, plp (3:35)

Consider the equilibrium point (@, 0), linearize at that point and denote by V* the stable space, i.e.
the eigenspace associated to the eigenvalues with strictly negative real part. Thanks to Lemma [BT],
the dimension of V* is equal to the number of negative eigenvalues of E~1(4)A(w, 0), i.e. to n. Also,
V¢ is given by

Ve = {(Hi Mi%)yi(a), ixiyi(u)), T1.. .y € ]R},

where p1 () . . . ju,, (@) are the eigenvalues of B~1(u)A((#), 0) with negative real part and ¥ () . .. Xn ()
are the corresponding eigenvectors.

Denote by M? the stable manifold, which is parameterized by V*. Also, denote by ¢s a parameteriza-
tion of M?#:
b : VS = RN,

Let 7, be the projection

ﬂ'u:]RNx]RNH]RN
(u; p) —u

If u e m, (¢s(81 . sn)) for some s7...$,, then system (330) admits a solution. Note that thanks
to classical results about the stable manifold (see eg [33]) the map ¢, is differentiable and hence also
my © ¢ is differentiable. In particular, the stable manifold is tangent at s; = 0...s, = 0 to V* and
hence the columns of the jacobian of 7, o ¢s computed at s1 =0...s, =0 are X1 ... Xn(Q).
Note that the map m, o ¢ actually depends also on the point @ and it does in a Lipschitz continuos
way:

|7y © ¢s(t1, 81 ... 8n) — Ty © Gs(U2, S1-..8,)| < L|ug — sl

. Conclusion

Define the map ¢ as follows:
A(To, 51 5n) = T © P (T;]V;’; o... TN wp, 1. sn) (3.36)

From the previous steps it follows that ¢ is Lipschitz continuos and that it is differentiable at s; =
0...sy = 0. Also, the columns of the jacobian are X1(uo) ... Xn(@0), 7nt1(@o) ... 7n. Thus, thanks
to Lemma [B.I] the jacobian is invertible. One can thus exploit the extension of the implicit function
theorem discussed in [24] (page 253) and conclude that the map ¢ (%o, -) is invertible in a neighbourhood
of (s1...8n5) = (0...0). In particular, if one takes @, as in ([B.I]) and assumes that | —1us| is sufficiently
small, then the values of s;...sy are uniquely determined by the equation

Up = gf)(’&o, S1.. Sn) (337)

Once the values of s ...sy are known, then the limit u(¢, ) can be reconstructed. In particular, the
trace of u on the axis = 0 is given by

a:=T" o . TNa,. (3.38)

Sn4+1

The self similar function v is represented in Figure B22.2 and can be obtained gluing together pieces

like (333) .
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Figure 5: the solution of the boundary Riemann problem when the viscosity is invertible and the boundary

is not characteristic :

N —
TsNUO

Theorem 3.1. Let Hypotheses[d [3, [4} [3, [@ , [] and[d hold. Then there exists § > 0 small enough such that
the following holds. If |ug — @] << 0, then the limit of the parabolic approximation (BI)) satisfies

Up = (],5(1]0, S1 SN)

for a suitable vector (s1...sy). The map ¢ is defined by B30). Given @y and iy, one can invert ¢ and
determine uniquely (s1...sy). Once (s1...sn) are known one can determine a.e. (t, x) the value u(t, x)
assumed by the limit function. In particular, the trace u of the hyperbolic limit in the axis x = 0 is given by

B.33).
3.2.3 The hyperbolic limit in the boundary characteristic case

The aim of this section is to provide a characterization of the limit of the parabolic approximation ([B.II) when
the matrix B is invertible, but the boundary is characteristic, i.e. one eigenvalue of A(u, u,) can attain the
value 0.

Let § be the bound on the total variation introduced in Hypothesis @l Moreover, as in the previous
section we will denote by Ai(u)...Ay(u) the eigenvalues of the matrix E~!(u)A(u, 0). The eigenvalue
Ak (u) is Lipschitz continuous with respect to u and hence there exists a suitable constant M such that,
if |Ak(@o)| > M4, then |Ag(u)| > 0 for every u in a neighbourhood of g of size 0, |u — tg| < 6. Thus,
in particular, if Ag(@o) > MJ then Hypothesis [ is satisfied for some ¢ and hence the boundary is non
characteristic. In this section we will therefore make the following assumption:

Hypothesis 9. Let § the same constant as in Hypothesis[{] and let M the constant introduced before. Then
| Ak ()| < M. (3.39)

Note that, because of strict hyperbolicity (Hypothesis B) the other eigenvalues of E~!(u)A(u, 0) are
well separated from zero, in the following sense: there exist a constant ¢ > 0 such that for all u satisfying

|tg — u| < 4, it holds
Au) < < Ao (u) < —e <0< e < Apgr(u) < -+ < An(u). (3.40)
The notation used in this section is therefore the following: (k — 1) denotes the number of strictly negative

eigenvalues of E~1A(u, 0), while (N — k) is the number of strictly positive eigenvalues.
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The study of the limit is more complicated in the boundary characteristic case than in the case considered
in the previous section. The main ideas exploited in the analysis are described in the introduction, here
instead we will give the technical details of the construction. As in the previous section, the characterization
of the limit will be as follows: we will construct a map ¢(ig, s1 ...sn) which describes all the states that can
be connected to ug. We will then show that the map is locally invertible: thus, given %y and %, sufficiently
close, the values of (s1...sy) are uniquely determined by the equation

Uy = (],5(1]0, 51...SN).

Once (s1...sy) are known one can proceed as in the previous section and determine a.e. (¢, x) the value
u(t, x) assumed by the limit function. The construction of the map ¢ will be given in several steps:
1. Study of the waves with uniformly positive speed

Consider the Cauchy datum 1o, fix (N — k) parameters (sy—_g - ..sn) and consider the value

- N—k N -
u =T, "7 o... Tg Uo.

The curves TN =% ... TN are, as in Section B2} the curves of admissible states introduced in [7].

The state ug is then connected to @y by a sequence of rarefaction and travelling waves with uniformly
positive speed. The speed is uniformly positive in the sense of ([B.40]).

2. Reduction on the center stable manifold

Consider system

Uy = P
pe = B(u)~ (A(u, p) ~ 0B (w) )p (3.41)
o, =0

and the equilibrium point (@, 0, A(@x)). Linearizing the system around (ay, 0, A(@;)) one obtains

0 9%
0 B~ '(ay) (A(ﬂk, 0) — Ak(ﬂkE(ak)) (3.42)
0 0 ‘0

Thanks to (3.40), the matrix E(ax) — Ak (4g) A(Tk, 0) has 1 null eigenvalue and (N — k) strictly negative
eigenvalues. Because of Lemma [BI] one can then conclude that the matrix (342) has N + 1 null
eigenvalues and (N — k) eigenvalues s with strictly negative real part..

Let V¢ be the kernel of ([3.42]), V* the eigenvspace associated eigenvalues s with strictly negative real
part. and V" the eigenspace associated to eigenvalues s with strictly positive real part. There exists a
so called center stable manifold M which is parameterized by V*&V°: we refer to [33] for an extensive
analysis, here we will just recall some of the fundamental properties of a center stable manifold. If we
write R2VN*T1 = V¢ @ V* @ V", then the map

Qs ViPVESVeRVip VY
that parameterizes M can be chosen in such a way that if 7.4 is the projection from

VeaVed VY onto VE® V?, then 7.5 o Py is the identity.

Every center stable manifold is invariant with respect to (34I) and moreover satisfies the follow-
ing property: let (u®, p°, %) belong to M and denote by (u(z), p(x), o(z) the orbit starting at
(u®, p°; 0°). Then

lim (u(x), (@), a(m)eﬂ/?) — (0,0, 0).

r——+0o0

The constant c is the separation speed defined in [B40). We are also assuming that A\ (@) is bigger
than —c¢/4: this is a consequence of Hypothesis [@ provided that ¢ is sufficiently small. A center stable
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manifold M is defined in a neighbourhood of the equilibrium point (ug, 0, A(4x) and it is tangent to
Vea Ve at (ug, 0, A(ag).

In the following, we will fix a center stable manifold M and we will focus on the solutions of (3.41))
that lay on M. The center and the stable space of [B42]) are given respectively by

VC:{(U, ok (i), o) : wue RN, ok o ER}

and

{“ +Z g, (@r), > vesXa(), Ak(ak))}.

i<k i<k
In the previous expression, ry (@) is a unit vector in the kernel of (A(@k, 0)—)%(@;.;)) , while X1 ... Xk—1

are the eigenvectors of Bfl(ﬂk)(A(ﬁk, 0) — )\k(ﬁk)) associated to the eigenvalues 1 ...pur—1 s with

strictly negative real part. Since ®.s o7, is the identity, then a point (u, p, o) belongs to the manifold
M** is and only if

b= Z chX1 U,k + ’ch’f’k + Z d) Uu, e cs) U)Xal(ﬂk)a

i<k i>k

where Xit+1(ax) ... Xn(ar) are the eigenvectors of B’l(ﬂk)(A(ﬂk, 0) — )\k(ﬁk)) associated to eigen-

values with strictly positive real part.. Since all the equilibrium points (u, 0, o) belong to the center
stable manifold, then we must have p = 0 when v}, ...v%, are all 0. Thus, since Y41 (t) - .. X~ (Ux)
are linearly independent, ¢, (u, 0, o)=0foralli=Fk+1...N and for every u and ¢. This means, in
particular, that for every s = k + 1... N there exists a k-dimensional vector ¢, (u, v, ...pk,, o) such
that

i k Ti k k
is(uv Uis o 'ch) = < is(uv Uis < Ucs U)v Uis e 'ch>'

Define
1 k ¢k+1( 7 ct ’Ufsv U)
RCS(“’? Veg ++ - Veg U) = (%1||>Zk—1|7?k) =+ ()Zk+1||X‘N> s
pa(u, vl VG, 0)
then a point (u, p, o) belongs to M®* if and only if
p= Rcs(ua ‘/087 U)‘/vcsa (343)

where V,, denotes (vl,...v%)T. Since M is tangent to V¢ @ V* at (@g, 0, A (@x)), then
Re (g, 0, M) = (¥l K7
Plugging p = R.s(u, Ves, 0)Ves into system (B.64) one gets
(Do) BerVe b (DR Vi | Vi RV = B (A, ReaVi) = 0B () RV (344)

Moreover, the matrix

D(uv ‘/cs) = (dzh) 1h - Z 8‘0/}5:] V

satisfies
D(u, 0) =0 ((DURCS)VM)VCS = D(u, V<)V,
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Hence (3:44)) can be rewritten as

(Rcs + D(U, ‘/cs)>‘/csa: = <Bl (A - JE) - (DuRcs)Rcs‘/cs> Rcs‘/c& (345)

Since
(e D0 Ve ) 0 6 u0)) = (3] i),

then the columns of R.s + D(u, Ves) are linearly independent in a small enough neighbourhood. Thus
one can find a matrix L(u, Vs, o) such that

L(”a ‘/C.Sa U) <Rcs + D(”a chs)) = Ik~
Multiplying (345]) by L(u, V.s, o) one finds
Ve = (LB—l(A — 0E)Res — L(DuRCS)RCSVCS> Vis. (3.46)

Define
Acs(u, Veg, 0) := LBfl(A —0E)R.s — L(DyRes)ResVies, (3.47)

then by construction Acs (g, 0, Ak(@x)) is a (k x k) diagonal matrix with one eigenvalue equal to 0
and N — k eigenvalues with strictly negative real part. Also, if £, = (0...0, 1) and &} = é_z, then

e aAcs
b ( do

for a suitable strictly positive constant k. This is a consequence of conditions 1 and 3 in Hypothesis [l

€x=—k<0 (3.48)

u=ay, Ves=0, U—Ak(uk)>

In conclusion, the solutions of system ([B.41) laying on M satisfy

Uy = Rcs(ua ‘/057 U)‘/cs
Vese = Acs(ua ‘/csa 0')‘/05 (349)

o, =0
where Acs(u, Ves, o) is defined by (B.47).

. Analysis of the uniformly stable component of ([3.49)])

Linearizing system (349) around the equilibrium point (@, 0, Ax(@x)) one obtains the matrix

Res(@

(k)
ACS(’CI, Uk
0

k> 67 )\k 0
5 0, Ax(ak)) 0 ], (3.50)
0

o O O

which has k—1 distinct eigenvalues with strictly negative real part and the eigenvalue 0 with multiplicity
N + 1. Also, the manifold

E::{(u,ﬁ,a),ueRN,aeR}

is entirely constituted by equilibria.

Then there exists a uniformly stable manifold M?% which is invariant for (349) and is characterized

by the following property: given (u?, V., 0°) belonging to M%’, denote by (u(x), Ves(z), o(z)) the
solution of [@49J) starting at (u®, V2, ¢°). Then there exists a point (4>, 0, 0>°) belonging to E such
that

tim_(Ju(e) = u] + Ves (@) + o (@) = 0] ) /2 = 0.

r——+00
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We remark that the uniformly stable manifold M¢%’ is contained but in general does not coincide with a
given center stable manifold. Indeed, MY’ does not contain, for example, the trajectories that converge
to a point in E with speed slower than e™“*.

The existence of the uniformly stable manifold is implied by Hadamard-Perron theorem, which is dis-
cussed for example in [33]. The application of the uniformly stable manifold to the study of hyperbolic
initial boundary values problems is derived from [3]. In our case, the existence of the uniformly stable
manifold is loosely speaking guaranteed by the strict hyperbolicity of A (Hypothesis [3]), namely the
fact that the eigenvalues of A are uniformly separated one from each other. In the following, we will
just recall some of the properties of the uniformly stable manifold.

Let
k

f/s = {(ﬂk + Zvifi(ﬂk), Z’Uié}', /\k(ak)), ’U; . ..U§71 S R},

i<k i=1

where Y are as before the eigenvectors of B~'(A — E) and é&; € R¥ are the vectors of the canonical
basis of R¥, & = (1, 0...0) and so on. The uniformly stable manifold M is parameterized by E & V*
and hence has dimension N + k — 1. The parameterization

O,V D E — RF2

can be chosen in such a way that the following property is satisfied. Let

Ve = {(ﬂk + Uka(ﬂk), Ukék, /\k(ﬂk)), Uk S R}.

If we write RVTAH1 a5 V¢ ¢ V* @ E and we denote by 7,5 the projection onto V° & E, then we can
have 7,5 o @, equal to the identity.

By considerations analogous, but easier, to those performed to get [B43) one deduces that a point
(u, Ves, o) belongs to M% if and only if

chs = RS(U, ‘/sa U)Vsa

1 vF71) are the components of V., along & ...€x_;. The matrix R, belongs to

us "t rus

where V; = (v
MF*(k=1) and
R, (ﬂk, 6, )\k(ﬂk)) = (€1| . |é'k,1).

We want now to compute A.sR;Vs. Plugging the relation Vi, = A Vs into (849) one gets
[Rs + Ds:| ‘/sw = |:AcsRs - DuRsRcsRs‘/s:| V97 (351)

where D is a matrix such that Dg(u, 0, o) for every u and o. Thus,
‘/sr = ]\s‘/s

for a suitable matrix /~\8 such that ]&S (ﬂk, 6, Ak (ﬁk) is a diagonal matrix with all the eigenvalues with

strctly negative real part. Plugging back into (B.51]) one gets

AesRyV, = { [RS + Ds}f\s + DuRSRCSRSVS}VS. (3.52)

. Analysis of the center component of ([B.49)

Linearizing system (349) around the equilibrium point (@, 0, A (@g)) one obtains ([B50) and hence
the center space is given by

Ve = {(% Vg€, O) uERN, vk,aeR}.
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Consider the center manifold M€, parameterized by Ve: thanks to considerations similar, but easier,
than those performed in the previous steps one gets that a point (u, Vs, o) belongs to M€ if and only
if

Ves = T (u, vk, 0)vg,
where 7, € R* and f‘k(ﬂk, 6, /\k(ﬁk)) = €.

Again, with considerations analogous, but easier than those performed at the previous step one gets

AcsTrpo, = [(7*1@ + FhoVk )Pk + Dok ResTrvk | Uk (3.53)
for a suitable function q?)k satisfying (;Nﬁk (ak, 6, )\k(ﬁk)) = (. Also, thanks to B43),

O, 3
o = —k<0. (3.54)

u=tig, Ves =0, o=\ (i

. Decomposition of ([49) in center and uniformly stable component

In this step, we will fix a trajectory (u, Vs, o) of (8:49) and we will decompose it in a uniformly stable
and in a center component, in the following sense. We exploits the manifolds M and MY’ introduced
in the previous steps and we decompose

Ves = Rs(u, Vi, 0)Vs + 7 (u, vg, 0)vg. (3.55)
Plugging this expression into the first line of ([B49) one gets
Uy = RcsRs‘/s + Rcs":kvk-

From the second line of (B:49) one gets

‘/csz - Rs‘/sz + |:DuRs (RCSRSVS + Rcs":kvk) + DVRS‘/sz:| ‘/s

+ ’Fkvk:p + [Du’rv‘k (RCSRSVS + Rcsrvkvk) + ’f’kvvkw:| Vk
= AcsRs‘/s + Acs":kvk-

One can prove that
DVRS‘/SI‘/S = Ds(u, ‘/5, U)‘/sr

for a suitable matrix D, which satisfies D(u, 0, o) = 0 for every u and o (the same as in the previous
step). Thus, exploiting (352) and [B53)), we get
|:Rs + Ds:| ‘/sw + |:Tvk + f‘kvvk:| Vkx = ACSRSVS + Acsrvkvk
- DuRs(RcsRs‘/s + Rcsfkvk)‘/s - Dufk(RcsRs‘/s + Rcsfkvk)vk
= { |:Rs + Ds:| ]\s + DuRsRcsRs‘/s}‘/s
+ {(7‘;@ + ThoUk) Pk + Duf‘chskak}Uk
- DuRs(RcsRs‘/s + Rcsfkvk)‘/s - Dufk(RcsRs‘/s + Rcsfkvk)vk
= |:Rs + Ds:| ASVS + (Tvk + T‘kaU]g)ék’Uk

- |:DuRsRcs7v’k + Du’rv’chsRs:| stk
(3.56)
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The functions Rs + D, and 7 + 7 vi satisty
(Rs + DS)(ka, 6, )\k(ﬁk)) = <€1| ... |€k—1) (’fk + fkvk)(ﬂk, 6, /\k(ﬁk)) =}

and hence in a neighbourhood of (uy, 0, Ak (ag)) the columns of Ry + Dy and 7y + 7vy, are all linearly
independent. Denote by /1 .../, the vectors of the dual basis and define

40
Lg(u, Vs, vy, 0) ==
lk—1
Then multiplying (B50) on the left by Ly one gets
sz = AS(U, Uk, VS;U)V%
where Ay € MF~1XF~1 is given by
AS(U, Uk, V97 J) = Ls |:Rs + Ds:| As - Ls [DuRsRcsTvk + DurkacsRs:| Vg
The matrix Ag(ug, 0, 0, A (ag)) is diagonal and all the eigenvalues have strictly negative real part.
Also, multiplying (356) on the left by ¢ one gets
Vka = QrUk,
where the real valued function ¢ (u, vk, Vs, 0) is given by
d)k(uv Vk, ‘/sa U) = ék(’fk + fkv”k)&k - ék [DuRsRcsrvk + DufchsRs:| ‘/s
Also, ¢ (i, 0, 0, Ak (tig)) = 0.
In conclusion, system ([3.49) can be decomposed as

Uy = Rcs(ua Uk’rv‘k + Rs‘/sa J)Tvkvk + Rcs(ua ’Ukrvk + Rs‘/sa U)Rs‘/s

ke = Or(u, vg, Vs, o)y
‘/sz - AS(U, Vk, ‘/57 U)‘/s (357)
o, =0

Note that, thanks to (B354,

Or (ur, vk, Vs, o)
do

=k <0. (3.58)

u=tig, v =0, Vs=0, o =i, (r)

To study system (B57) we will first consider the solution of (B51) when us =0 and Vi = 0. Fix s, > 0:
we will actually study the following fixed point problem, which is defined on the interval [0, s]:

T

wr(r) = g + / P (ur (), vk(E), 0, o3 (€))de
vk(T) = frluk, vk, o](T) —monyg s fr[ur, vk, or](T) (3.59)

(1) = EEmOD[o,sk]fk(ﬂ Uk, Vk, O%).

In the previous expression,

Felun, vp, ox](7) = /O " ulue, ve, 0wl (€)de (3.60)
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where

Akluk, vi, ox](§) = di (Uk(ﬁ), vk (§), 0, Uk(f)) + kog(€). (3.61)
The constant k is defined by ([B.58).

If s < 0, one considers a fixed problem like (3:59) but instead of the monotone concave envelope of f;
one takes the monotone convex envelope:

monconv f;(7) = sup{h(s) : h is convex and monotone non decreasing, h(y) < fi(y) Vy € [0, si]}.

In the following we will consider only the case s; > 0, the case s, < 0 being entirely similar.

The link between system (3359) and system (B57) in the case u, = 0, Vi = 0 is the following. Let
(ug, vk, ok) solve ([B5D), assume that vi(sk) < 0 and define

alt) = —/Sk ! ds. (3.62)

Let
s :=max{7 € [0, sg] : vg(r) =0},
in the following we will prove that a(7) < +o0 if and only if 7 > s.
The function (uyoa, vioa, 0) solves (B57) in the case us, = 0, Vi = 0. If vp(sx) = 0 then (ux(sx), 0, 0)

is also a trivial solution of (B57) in the case us =0, Vi = 0 and the following properties are satisfied.
Note that the function uy o a is a steady solution of the original parabolic equation since o = 0:

Aug, Uks)Uke = B(uk)Ukze-

Moreover,
lim (ug 0 o)(x) = ug(s). (3.63)

r—00

From system ([3.59) we also get that @ is connected to ug(s) by a sequence of rarefaction waves and
shocks with non negative speed.

After finding a solution of ([B.59) in the case us =0, Vi = 0 we will also find a solution of (B5Y) in the
case ux = ug, vy = 0 and 0 = 0. We will also impose
lim us(z) =0

xTr—00

and hence we will study the fixed point problem

wie) == [ R (1 ). 0.6V )y

Vy(z) = AV (0) + /O " A [AS (us(y) + g, 0, VS(y)) - A} Ve (y)dy,

(3.64)

where

A= ]\S(’[Lk, 0, 0).
Note that again, being o = 0, us provides a steady solution of the origin parabolic equation,

A(Us, usr)usz = B(us)uszz

Finally, we will consider a component of perturbation, due to interaction between the purely center
component, defined by ([B359) and the purely stable component, which satisfies (3.64]). More precisely,
we will define (U, ¢, p) in such a way that u = U +uy o a4 us, vg +¢ and Vs + p is a solution of (B51).

. Analysis of the purely center component

The purely center component is the solution of system (E59)).
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Lemma 3.5. Fiz § > 0 such that s < § << 1. Then system BD9) admits a unique solution
(uk, vk, o)) satisfying

(a) ug € CO([0, sk]), |luk — tkllco < cud, uy is Lipschitz with constant Lip(ux) < 2.

(b) v € C°([0, sk]), |lvkllco < eud, v is Lipschitz with constant Lip(vg) < &,0.

(c) or € CO[0, sk]), llok — Mk(tr)|lco < cod/nk, ok is Lipschitz with constant Lip(oy) < ¢,.

The constants ¢, ¢y, ¢y, Co, Mk and Co do not depend on §. The function f defined by [B.60) belongs
to Cp2 ([0, sx]) for a suitable constant k which again does not depend on §.

The symbol C.'' ([0, sx]) denotes the space of functions f € C'([0, s]) such that f’ is Lipschitz con-
tinuous and has Lipschitz constant Lip(f’) < k.

Proof. The proof of the lemma relies on a fixed point argument. Only the fundamental steps are
sketched here.

Define
X = {ur, € C[0, si], RY) ¢ |lug, — tigllco < eud, uy is Lipschtiz, Lip(uy) < 2},
Xk = {ur € C°([0, sk, R) ¢ ||lukllco < ¢ud, vy is Lipschtiz, Lip(vy) < &6}, (3.65)
Xop := {01 € C[0, s], R) : ||ox — Ai(ti)|lo < ¢o6°, oy is Lipschtiz, Lip(oy) < & }.

In the previous expression, || - ||, is defined as follows:

I+ Mo := mwdll - llee,

for a suitable constant 7, whose exact value does not depend on § and will be determined in the
following. Also the constants ¢y, ¢,, &, ¢, and é, do not depend on ¢ and their exact value will be
estimated in the following.

If (ug, vi, o) € Xup X Xpk X Xo then the function f defined by (B60) satisfies f € C;’l for a large
enough constant k. Moreover, exploiting ([3.39) and (3.61]), one gets

1 £lleo < &l Akllco

< 6(\% (e, 0, M) |+ || e (s 0 ) = 6 (s, 0, M) |, + [Awtan)|

I vea) - oknco) (3.66)
<6 (o + O(1)(cud + cob + c8) + M5 + c—”d)
Nk
1
S 501)5
if § is sufficiently small and ¢, sufficiently large.
The same computations ensure that
1
1 lleo < 52, (3.67)
for a large enough ¢,. Finally,
"(z) — f = M (un (@), ve(@), ok () — M (ur(y), ve(y), o
@) = £ @)l = i (@), 0x@), ox(@)) = e (k). vulv), o)) (5.65)

< O(1)(24 ¢v6 +E50)|x —y| < k|l —y|
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for a sufficiently large constant k. In the previous estimate, we have exploited the following observation:

since by (B5])

80. (u:ﬁk7vk:O,o’k:)\k(ﬁk))
then 3
(3
‘ 5|, < 0(1)6. (3.69)

Because of (3.66), (3.67) and 3:69), f € C{' and hence by Proposition3.2mony ,,;f € C;'. Moreover,
lmonyg, .1 fllco < &0 [[(mon, ,1f) llco < Eud.
One can then conclude that the map 7' defined by the right hand side of B59) maps Xuk X Xok X Xok

into itself.

Choosing 7y, large enough (but independent from §) it is possible to prove the contraction property.
One has to exploit all the previous estimates and also properties (3.9) and ([3.69), which are needed to
handle the second and the third component of 7.

It turns out that the Lipschitz constant of T' (i.e., the constant in the contraction) is uniformly bounded
with respect to 4.

O

In the following it will be useful to know how the solution of (3.59)) depends on the length sj of the
interval of definition. More precisely, in order to underline the dependence from sj, we will denote the
first component of the solution of ([B.59) as u;*. Let

Fk(ﬂk, sk) = upt (sk),
where the dependence from the initial point @ is also made explicit.

To study how F'* depends on s;, we will exploit the following result:

Lemma 3.6. Fiz § << 1 and let s}, s; such that s}, < s§ <. Let (u, v}, of) and (u2, v}, of) be
the corresponding solutions of (B59). Then,

lur, = uilleoqo, sty + v = villeoqo, sty + Medllow — arlleoqo, sty < Lidlsy — sil, (3.70)
where Ly, is a suitable constant which does not depend on 6.

Proof. In the following we will denote by 7k and T the maps defined by the right hand side of (359)
when s = s,lC and s, = s% respectively. Moreover, to simplify notations, we will denote by (u?, U,%, 0,%)
the restriction of the fixed point of T* to the interval [0, si].

Since (uj, v}, o) is the fixed point of Tk, one then has

ks wh o) = (02 022 02 s < gl 0 8 0D) = T 02,08, D)

In the previous formula, K denotes the Lipschitz constant of Tsi7 which turns out to be uniformly
bounded with respect to K as underlined in the proof of Lemma Moreover, X, Xor and Xyg
denote the spaces defined by (3.65) when sj, = sj.
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Thus, to prove the lemma one actually reduces to prove

1
[, o o) =T (o oR) | e, =k = T (s 08 02) oo, )

1
+[[of = T (u2, o7, 07) llcogo, s11)

1
+mkllok — To* (u3, vi, o) leoqpo, sty

< O(1)d]s;, — sil.
1 1 1

In the previous formula, Ty*, To¥ and T,* denote respectively the first, the second and the third
component of Tk,
Since (uj, v}, o7) is the fixed point of Tsk, then

uz(r) =ty +/ (Ui (€), vi(€), 0, o7 (€))dE

0

vi(7) = filug, vi, 07] (1) — mony g2 fi[uf, vf, oF](7)

) =za

Hence, to prove the lemma it is sufficient to show that

TN
—~

Q

2 .2 2
,% mony, Si]fk(T, UL, Vg, 0%)-

||m0n[0,si]fk[uiv UI%? UI%] - mon[O,sk]fk[uza Ul%) O.I%”'CO[O,S}J < 0(1)5(‘9% - Sllc)
and that
||(m0n[0, si]fk[uza Ul%a 0.126‘])/ - (mon[(),si]fk[uiv ’UIQW 0'126])/||C0[0,s}c] < 0(1)5(‘9% - Sllc)
This follows directly from Proposition B4 O
In particular, the previous Lemma implies that
|F(ag, 1) — Flax, ,s2)| < 3Jsk — 52, (3.71)

Indeed, assuming for example that si < s2, one can write
Jug (s) — uk(sP)| < Jur(si) — ui(si)] + [ui(s;) — ui(sp)]
2
Sk
< Ld(st = sh)+ | [ (o), ok, of )]
Sk
< (L6 +2)(sf — s3,)-
Take s;. = 0 in the previous estimate: since

PH (@ sh) = PG )l = [ (o), (o). obr)ar
0

2
2/ kfk(ﬂk, 0, O)dT
0

(3.72)
Sk
+/'vﬂﬁu»ﬁv»ﬁv»—mwm&®MT
0
= 7 (k, 0, 0)s3 + O(1)ds7,
one gets
Fk(ftk, Sk) = u%(sk) = U + Tk (ﬂk, 0, O)Sk + 0(1)52. (3.73)

Thus, the function F* defined before is differentiable at s, = 0 and the gradient is the eigenvector
ri(tr) = fk(@k, 0, 0).
The function F* depends Lipschitz continuously on 1y too:
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Lemma 3.7. Fiz § such that 0 < § << 1. Take @}, u} € RN such that |u}, — 3| < ad for a certain
constant a. If |si| < 6§, then

(F(a, si) — F(id, s)| < Leluk — ] (3.74)
for a suitably large constant Ly,.

Proof. The value F (i}, s) is the fixed point of the application T' defined by ([59). To underline the
dependence of T on 4y we will write

T:RY x Xur X Xok X Xok — Xur X Xok X Xok

The map T depends Lipschitz continuously on uj, but one cannot apply directly the classical results
(see e.g. [I7] ) on the dependence of the fixed point of a contraction from a parameter because of a
technical difficulty. Indeed, the domain X, x X, x X, of the contraction depends on uy.

To overcome this problem, one can proceed as follows. Define X!, and X2, the spaces defined as
in (B65) with @ = 4 and @y, = u; respectively. If (u}c, vi, U,ﬁ) is the fixed point of the application
T (i}, -) defined on X}, x Xyx X Xk, then

g, = arlleo < lluy, — aglleo + lup — ui| < 25k +ad < (2+a)s.

Choosing ¢, > (2 + a), one gets that (uj, v, o}) belongs to X2, x Xy X Xgi. Thus,

”(ullcﬂ 'U]i, UI:L) - (uzv UI%? Jl%)”XikqukxXak < m”(u,ﬁ, U}i, Gli) - T(ﬂi, ullcﬂ U}i, Gli)”XkaXukquk'

In the previous expression, (u?, v, o7) is the fixed point of the application T'(u7, -). One can then

proceed as in [I7] and conclude that
||(ul]%7 ’Uliv Uli) - ( za Ul%a Ul%)”Xﬁkquk X Xok < Ek|ﬂllc - ﬂz| (375)
O

. Analysis of the purely stable component

The purely center component satisfies (3.64)).

Lemma 3.8. Fiz § such that |V°(0)] < § << 1. Then system (B.64)) defines a contraction on the space
X5 x X7, where

X2 = {u e ([0, +00), RY), [[4®]lus < mué} X3 = {vs € CO([0, +o00), RF1), [[V¥][us < mvé}.
The constants m,, and m, do not depend on & the norms || - ||lus and || - ||vs are defined by
[ lus = nssup {e“2lu (@)} [|V2]los = sup {“/*|V* ()]}, (3.76)
where 1 is a small enough constant which does not depend on § and c is defined by (BA0).
Proof. We know that A is has eigenvalues A;(uz) ... A\x—1(tx). Relying on (3:34), one obtains
A2V (0)] < e e*/2|V5(0)] < e /2,
Moreover, if ©® € X, and V* € X, then
|A(ag +u®, 0, V) — A| < O(1)4,

where O(1) denotes (here and in the following) some constant that depends neither on 1 nor on 4.

93



The columns of R*(iy, 0, 0) are the eigenvectors 71 () . . . 7,1 (@), which are all unit vectors. Thus,
ifue X and V* € X, then §

|R®(tr, + u®, 0, V¥)| < O(1).
From the previous observations one gets that the application defined by ([B.64) maps X3 x X into
itself.

To prove that the application is a contraction, take u!*, u?* € X3 and V1%, V25 € X5. Then

" /I+°° iz (ﬁk i u1s(y)7 0, Vls(y))vls(y)dy— L"'Oo Re (ﬁk " uQS(y), 0, VQS(y))VQS(y)dy‘

< (9(1)5||u15 - ustus + 0(1)5775”‘/15 - VzS”vs + 0(1)7ISIIV15 - VQSHvs-

Choosing 7 sufficiently small, one can suppose that O(1)ns < 1/4 in the previous expression. Moreover,
one can suppose that § is small enough to have that O(1)d < 1/2, O(1)ons < 1/4.

Finally,
ecw/ﬂ/j A=) [AS (Uls(y) + g, 0, Vls(y)) - /q VI (y)dy

= [ A [ () + 10, 0, VE0)) — A] vy
< omninuls

S

- uzs”us + 0(1)5HV15 - st”m.

Assuming that § is small enough, O(1)d/ns < 1/2 and O(1)d < 1/2. Thus the map is contraction and
the constant of the contraction is less or equal to 1/2 uniformly for § — 0%. |

The solution of ([B.64) depends on the parameter V*(0). The regularity of (us, Vs) with respect to
V74(0) is discussed in the following lemma.

Lemma 3.9. Fiz § << 1 and let V.}(0), VZ(0) two initial data such that [V(0)], |[V2(0)| < 6. Let
(ul, V1) and (u2, V2) the corresponding solutions of (3.64). Then,

lug = wZllus + [V = Vs < LoV (0) = V()] (3.77)

where L is a suitable constant which does not depend on §. Moreover, if V2(0) = 0, then u? = 0.
Also,
ul(0) = R%(ay, 0, 0)A~'V2(0) + O(1)6%. (3.78)

Equation (B8] guarantees, in particular, that the application
F*(u, V5(0)) == u®(0).

is differentiable with respect to V;(0) when V;(0) = 0 and that the jacobian is the matrix R* (i, 0, 0)A~,
whose columns are the eigenvectors r1(@g) /A1 (k) - - . re—1(Uk) / Ae—1 (k).

Proof. Let T the application defined by the right hand side of (3.64). To underline the dependence on
the parameter V*(0), we write

T Xus X Xps X RF1 5 X0 X Xps.

and denote by T, and T, respectively the first and the second component of T'. For every (us, Vi) €
XUS X X’US)
| =0

T, (s, Voo V2 (O) T, Vi, V2(0))

us
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and

S

Hence, (B77) holds with L, := 1/(1 — K), where K is the Lipschitz constant of T" and hence it is
smaller than 1 because T is a contraction. Moreover, from the proof of Lemma B8 it follows that k
is bounded away from 0 uniformly with respect to §. This concludes the proof of the first part of the
lemma.

T, (s, Ve VAO) = T (e, Vi, V2O))|| < V2 =12

To prove the second part, we observe that

Vl(l‘) _ e]\mvsl(o) + 0(1)526—@5/2

S

and that § §
|R® (g +ug, 0, V') = R*(ug, 0, 0)] < O(1)s.
Hence,
+oo . “+oo . .
wO = [ R 0, OV + [ B el 0, V) - B+, 0, V) Viw)dy
0 0
+oo _ 0 0
- / R (@, 0, 0)eMV(0)dy + O(1)8 / =2 dy + O(1)5> / c—u/2qy
0 +o0o +o0

= R*(ay, 0, 0)A'V(0) + O(1)6°.

This completes the proof of the lemma. O

To study the dependence of F'*® (ﬂk, Vs(0), sk) on Uy one can proceed as follow. Fix ﬂ}c, ﬂz € RY close
enough and denote by (ui, Vsl) and (u?, Vf) the solution of (B.64) corresponding to iy = i} and
uy, = u; respectively. Then classical results (see e.g. [17]) on the dependence of the fixed point of a
contraction on a parameter ensure that

||u,£ - uiHus + Hvls - VQSHUS < I~/S|@,1€ - @ﬁl (3.79)
for a suitable constant L*. In particular,

|F* (), V*(0)) — F*(ug, V*(0))| < Li|a}, — ug. (3.80)

. The component of perturbation
Assume that vg(sx) < 0 and define « as in (3.62):

O e

s :=max{7 € [0, sg] : vg(r) =0},

Let

we can now prove that o(7) < 4oo if and only if 7 > s.

Indeed, for s > s it holds
() = —vr(s) + vi(s) < E,6(s — 5)

Sk 1 d Sk 1 d
= —_ > —_— — .
(") / ) S*/T Gi(s g e

B [07 +OO[_>]§7 Sk]

and hence

Let
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the inverse function of o, B o a(r) = 7. If vi(sy) = 0, we set B(z) = s, for every x.

The component of perturbation (U, ¢, p) is the fixed point of the transformation

Ue) = [ [R (00 50) + ) + V(). 00 5) + alo). Vi) +210). 0)

B+ (), 0, Valy), 0) | Valy)dy

4 [ R (0 B + ) + U 0 60) +al). Valw) + pl0): 0)plu)dy
+oo

+ [ [ (w2 B0) + ualw) + U). v 0 B) + a(0). Valw) + p(w). 0)

T (ur 0 B). vic 0 B(y), 0.0) |vw o Bly)dy
+ /; i (Uk o B(y) + us(y) + U(y), ve 0 By) + a(y), Vs(y) + p(y), O)q(y)dy
o0) = [ [on (0 B) +0a) + Uw), 1 B) + ). Valo) +2(0). 7> )
o (w0 B(y), v 0 By, 0, o0 B) |vi 0 Aly)dy
[ (w0 8000+ o) + V). w0 B0) + 0(0). Vao) +000). o B) o)y
o) = [ "M [A (e 0 B(9) + usl) + U ). ve 0 B) + ). Velw) +p(w)) - Al ply)dy

+/m Ma=w) [A (Uk o B(y) + us(y) + U(y), vk o Bly) + q(y), Vs(y) + p(y))
0

~A(us(w), 0), Vo) | V" )y

(3.81)
In the equation for p we used the same notation as in (F64): A = A*(ay, 0, 0).

Lemma 3.10. Let (uk, vk, o) and (us, V?®) be as in Lemma and respectively. Then there
exists a unique solution (U, q, p) of B8] belonging to Xy x X4 x X,,, where the spaces Xy, X4 and
X, are defined as follows:

Xy = {U € ([0, +ool, RN) : |U(z)| < kms%*w/?},

X, = {p € 10, ool R 1) ¢ [p(a)| < kyo?e /2],

and
Xy = {a € C([0, +ool, R) : Ja(@)ly < kyd%e 72}

In the previous expressions, the constants ki, kg and k, do not depend on 6.

The space Xy is endowed with the norm
10l = o sup { /U )]}

where Ny is a suitable constant which does not depend on 6. The spaces X, and X, are endowed
respectively with the norms

Iplly = sup { e/ 4p() |}

and
lally = sup { e/ Jq(a)|}.
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Proof. 1t is enough to prove that the right hand side of (B81)) defines a contraction on Xy x X4 x Xp.
As in the proof of Lemma[3.8 one observes that A is a diagonal matrix with all the eigenvalues less or

equal to —c. Thus, L . .
€] < em7le] v, e RN

Moreover, from Lemma [3.§ one gets that for every z,
V()| < mo,de=c"/? lus ()] < myde™ /2.
Another useful observation is the following:
0
/+OO v o By)dy < s < 4. (3.82)

Indeed, if vg(sk) < 0, then one can exploit the change of variable 7 = ((y). Recalling that 3 is the
inverse function of o, which is defined by ([3.62)), one has

0 Sk Sk
o dy < = "(T)dr = dr = —3s) < s1.
/+ o By < 5 / ox(r) ()dr / = (sk— ) < 5t

If vi(sk) = 0, then v; o § = 0 and hence (382 is trivial.

One can also assume
|¢k (’C(,k, 0,0, A\x (ﬂk)| < K¢ (3.83)

and hence

|6n (ur 0 By) +us(y) + U(Y), vk 0 By) +ay), Va(y) +py), o © B)| < O(1)3.

Moreover, it holds
[ (e 0 Bly) +us(y) + U W), v 0 ) +aly), Valy) +p(y)) — A < O

Since A = A%(iy, 0, 0), this follows from the regularity of A and from the estimates

|uk - ﬂk'a |us|7 |Uk|7 |q|7 |VS|7 |p| < 0(1)6
Exploiting the previous observations, by direct check one gets that the right hand side of (8:81]) belongs
to Xy x Xg x X,

To prove that the map is actually a contraction, one has to exploit again the previous remarks, combined
with the following: for every z,

1 —cx —cz
IUl—UZI(x)Sn—UIIUl—Uzllve et = l(@) < llat — @Pllge™

and
P —p?l(x) < [Ip* — p?llpe /%,

One can then check that the map is a contraction, provided that 7y is sufficiently small. [l

Since (ug, vk, ok) and (us, V) depend on the parameters s and V;(0) respectively, then also (U, ¢, p)
does. Let
Fp(ﬂk, VS(O), Sk) = U(O)

The following lemma concerns the regularity of FP with respect to (VS(O), sk).
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Lemma 3.11. The function F? is differentiable with respect to (V4(0), si) at (Vi(0), sp) = 0 and the
jacobian is the null matriz.

Also, let (V1(0), s}.) and (V2(0), s3) such that |(V}(0), si)|, [(V2(0), s3)| < 6. Then,
PP (ak, VA0), st) = FP(@ V20), 82)| < Ly(sh - sE+ V2 (0) - V2O)).  (3.89)
Proof. By construction,
|U0)] < O(1)8. (3.85)

This implies the differentiability at (V;(0), si) = 0.

To prove the second part of the lemma, we will focus only on the dependence from V;(0) and si. The
proof of the Lipschitz continuous dependence from #y is completely analogous.

We can observe that (U, ¢, p) is the fixed point of a contraction T, defined by the right hand side of
(321). To underline the dependence from (V;(0), s;) we write

T:XuxX;x X, xRFIXR = X, x X, x X,

and denote by Ty, T, and T}, respectively the first, the second and the third component of T'. Since
the Lispchitz constant of T is not only smaller than 1 but also bounded away from 0 uniformly with
respect to d, then to prove ([B.84)) it is enough to prove that, for every (U, ¢, p),

|7 (V(0), sk, U p, @) = Tu (V2(O), 52, U, p, 0) |, < O) (Isk — st + [V (0) - V2(0)))
|74 (VA0), sk, U p, @) = T,(V2(0), 5%, U, p, a)|, < O() (Isk = s + [VE(0) = V2(0)]) (386

|7 (V20), s, U. by a) = Tp(V20), 5, U, p, 0)|, < O)(Jsk = st| + [V (0) = V2(0)]).

a1(1) = —/ji %ds as(T) = —/ji %ds

and ' and 3? the inverse functions. Just to fix the ideas, let us assume that s}, < s2, then 3;(0) =
st < 2(0) = s3. Exploiting Lemma [3.6] one gets that, as far as 81 (z) < B2(), it holds

d(B2 — B
(de 1)zvzoﬁz—viOﬁlzviOﬂz—vzoﬂl—szoﬁl—véoﬁl

Let

< o = vi]leo + E,8(5% — BY)
< Lpd(s — sp) + &,0(8% — 8Y)
and hence

10'(2) — B(@)] <[22 (53— sh) + (53— sD)] 07 — Z5(s% — sh) < O() (63 — sh)e®0T (3.87)
If g1 > 32, then
9@ - @ < 2[00 ] b

v

where
T =max{y <z: 5'(y) = By}
Thus, estimate ([3.87) still holds.
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Exploiting ([B.87), one gets
|uj, 0 52 (2) — uy 0 B ()| < [uf 0 B2 — uf o BY| + |u 0 B (x) — uy, 0 B (2))|

< [luf — ublleo +218% — 5] < Lid(s3 — s1) + O(1)(s3 — 1)

(3.88)
< O(1)(s} — sh)e?”
and, by analogous considerations,
[0 0 52(x) — vk 0 BY(x)], |oF 0 B3(x) — o} 0 B (2)] < O(1)(s3 — s1)e™OT. (3.89)
To prove (B:86), the most complicated terms to handle are in the form
[ [ (ko 80+ w0+ U)ok o 50 + o). V) + 0. 0)
= (uk 0 8'(v). vk B'(v), 0, 0) |vi o B (W)dy
[ [P (o 200 + 2+ UG o0 ) + at0). V) +5(0).0)
= (uf 0 B2(y), v 0 B2(y). 0, 0) [} 0 B(y)dy]
<| [ [ (sko 80 + ko) + Ulw). vk o 500) + ). Vi) + 5t0). 0)
—# (uko '), vk o 8'(0). 0, 0)] (uh o 8'(0) — o} 0 B°(0) ) ] 320

+| /+ { [ (k0 B (y) + ub(y) + U(y), vi o 8'(y) + aly), Vi y) + p(y). 0)
(v '), vi 0 (). 0. 0)]
= [ (w0 20) + () + Uw), vf 0 P0) + ), V() + (), 0)
—* (ui o B*(y), vi o B*(y), 0, 0)} }v,% o B2(y)dy
Exploiting ([3.89) the first term in the previous sum can be estimated as follows:
| /+ [ (wh 0 8 () + ub(y) + U(y), vl 0 ' (y) + aly), V2 (y) + p(v), 0)
= (uk o 5 (0), v 0 5(v), 0, 0)] (v 0 B (w) o 0 B2(w) )y
+oo

< O(1)(s} — sh)de /4,

where we have supposed that § is small enough to obtain ¢,6 < ¢/4.
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To handle with the second term in (390) one can observe that

[7"“ (Uk o B (y) + ul(y) + Uy), vi o B (y) + aly), Vi) + p(y), 0)
— 7 (uk 0 81 (), vk B (v), 0,0)]

| D (ko 8+ )+ #0w). w0 5 0) +tatw). V2 )+ 10(0). O) [id ) + Ut

1
b [ Du (uk o 57) + tubly) + U (w), vk 0 5(5) + taly), V2 0) + tp(w). 0) a)
0

+ [ Durt (uf o 8w + tudlw) + 10 ). ok ') + ta(0). 1V 0) + 19(0). 0) [V, ) + p(w)] .

Moreover,

| { [ D (uko 81 + ) + ), ko B W) +tal0), 8 0) + ), ) [wk0) + U]
+oo 0

— D (a0 2(0) + tu20) + 10 (0), o 0 (0)

+ta(y), V2() + (), 0) [2(y) + U(y)] dt}vi ° B2(y)dy

<

/w {/1Duf’“(ui0ﬁ1(y)+t@(y)+tU(y), vg, 0 B(y)
“+00 0

+ta(y), V() + (), 0) [ul(y) — u2(y)] dt}vi 0 8%(y)dy

_|_

/+ ; { /0 1 {Duf’“ (ui o B1(y) + tul(y) +tU(y), vi o B (y) + taly), tV. (y) + tp(y), o)

— Dui® (uf 0 B(y) + tud(y) + 1 (y), v} 0 B(y)

+ta(y), V() + to(y), 0) |[u3(y) + U(y)]dt}v,% 0 8%(y)dy
’ ' Ly _ 172 —cy/2
S/m{/o O(1) L[V, (0) — VZ(0)|e~ Y dt}cvzsczy

1 9 1y ,Cyp0 1 9 /2] . —cu/2
+/+OO{/O [O(l)(sk—sk)e Y+ LJVE0) — V2(0)|e~Y/ }56 y/ dt}5

< OBV (0) = VZO)] + (53 — sh)) e/,

By analogous considerations, one can conclude that the second term in ([B90) can be bounded by
OW3(IVH0) = V2O)] + (3 — s}))e~e2/4,
One can also perform similar estimates on all the other terms that appear in

HTU(‘/sl(O)a Sllga Ua P, q)_TU(‘/SQ(O)a Sia Ua P, Q)HUa

T4 (VS (0), sy, U, py a) = To(VE(0), 53, Us v, g,
and

||TP(‘/51(0)7 Sllca U7 D, q) - TP(‘/sg(O)a 5%7 U7 D, Q)Hp
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and conclude that (3:86]) holds. O
Set V5(0) = (s1...5k—1) and define
F(ay, s1,...58) := F*(ay, sp) + F*(ax, s1,...56-1) + FP(Ug, S1,...5k). (3.91)
Combining 370), B1) and (384) one gets that F is Lipschitz continuous with respect to (s1 ... sg):
|F (U, s1,...56) — F(Uk, 51,...56)| < L(|s1 — 51| + ... |sk — Sk]) (3.92)

for a suitable constant L.

Moreover, F' is differentiable at (s ...sz) = 0 because of B73) , BZR) and ([B85). The colums of the
jacobian matrix are the eigenvectors r1 (k) . . . 7k (Ug)-

Finally, F' is also Lipschitz continuous with respect to @y, namely

|F(a}, s1...s1) — F(a2, s1...s5)| < Llay — a2|. (3.93)

Define
O(To, 51...5N) = F(Tfkg o oTN (@), 51 sk) (3.94)

We recall that the composite map Tf}:rll o---oTN (i) is Lipschitz continuous and differentiable at (sp11 ...5n5) =

(0...0), with the columns of the jacobian given by the eigenvectors 7441 (o) . ..rn(Go). This was proved in

[7.

Combining this with (3:93) and (3294)) one gets that ¢ is Lipschitz continuous. Moreover, it is differentiable
at (s1...sny) and the columns of the jacobian are the eigenvectors 1 (@) ... 7N (%o). Thus, thanks to (3.4,
the jacobian is invertible and hence, exploiting the extension of the implicit function theorem discussed in
[24] (page 253), the map ¢(uo, ) is invertible in a neighbourhood of (s1...sx5) = (0...0).

Thus, if u, is fixed and is sufficiently close to @g, then the values of s; ... sy are uniquely determined by
the equation

ap = (o, $1-.-SN)- (3.95)

We will take %, equal to the boundary datum imposed on the parabolic approximation B1l). Once (s1 ... sn)
are determined one can determine the values of the hyperbolic limit u(¢, ) a.e. (¢, ). This can be done
glueing together pieces like (3.33). Here we will just make a remark concerning the trace @ of the hyperbolic
limit on the axis © = 0. Let s determined by equation B95) and let (ug, v, o) solve the fixed point
problem ([B359). Define

s:=min{s € [0, sx] : or(s) =0},

then the trace @ of the hyperbolic limit on z = 0 is
a = ug(5) (3.96)
The following theorem collects the results discussed in this section.

Theorem 3.2. Let Hypotheses[d [3, [4} [3, [@ , [] and[D hold. Then there exists § > 0 small enough such that
the following holds. If |ug — @] << 0, then the limit of the parabolic approximation (B satisfies

Up = ¢(ﬂ0, S1 SN)

for a suitable vector (s1...sn). The map ¢ is given by

(],5(1](), S1... SN) b F<T5kk—:.11 0---0 TSJYV(TL()), S1... Sk),
where Tfktll ... TN are the curves of admissible states defined in [7], while the function F is defined by (391)).
The map ¢ is locally invertible: given @y and Uy, one can determine uniquely (s1...sn). Once (s1...5N)
are known, the value u(t, x) assumed by the limit is determined for a.e. (t, x). In particular, the trace @ of
the hyperbolic limit in the aris x = 0 is given by (3.94]).
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4 The characterization of the hyperbolic limit in the case of a
singular viscosity matrix

The aim of this section is to describe the limit of the parabolic approximation (T when the viscosity matrix
B is not invertible. The precise hypotheses assumed in this case are introduced in Sections and In
particular, they guarantee that it is sufficient to study the family of systems

{ E(u)uf + A(u®, eul)u, = eB(uf)us, u® € RN (A1)

Bus(t,0)) =g u®(0, x) = @,
with E, A and B satisfying Hypothesis 2],  given by Definition 211
The exposition is organized as follows. In Section ] we introduce some preliminary results, while in
Section 2] we give a characterization of the limit of ([@1]). More precisely, in Section .21l we briefly recall
the characterization of the limit in the case of the Cauchy problem:
E(u®)uf + A(u®, eul)ul, = eB(u®)us,

uy x>0
uE(O,x):{ u(i 2 <0

We refer to [7] for the complete analysis. In Section 222 we introduce a lemma on the dimension of the
stable manifold of the equation
A(u, ug)uy = B(u)ugy,

which is the equation satisfied by the steady solutions of ([@I)). Such a lemma gives an answer to question
which was left open in [44]. In Sections we give a characterization of the limit in the non characteristic
case, i.e. when none of the eigenvalues of E~' A can attain the value zero. The boundary characteristic case
occurs when an eigenvalue of E~1A can attain the value 0 and it is discussed in Section 24l Finally, in
Section we discuss a transversality lemma, a technical result which is needed to complete the analysis in
Sections and 24

4.1 Preliminary results

This section introduces the preliminary results needed in Section The exposition is organized as follows:
Section 1Tl gives some results about the structure of the matrix A(u, u,), all implied by Hypothesis 2] and
in particular by Kawashima condition. In Section [4.1.2] we rewrite equations

E(wuy + A(u, ug)uy = B(u)ugy (4.2)

and
A(u, ug)ty = B(u)ugy (4.3)

in a form easier to handle.
Some notations have to be introduced: given a real parameter o, let

A(u, Uy, 0) := A(u, uy) — o E(u). (4.4)
Consequently, both systems ([@2]) and (€3] may be written in the form
A(u, ug, o)ty = B(U)Ugy- (4.5)
Finally, let

An1(u, o) Aga(u, 0) _( Aun(u) —oEii(u) Aiz(u) — oEr2(u)
( Aor (. o) Am(us, g, ) ) = ( Aor (1) — 0 Bnr (1) Ava(t, 10 — 0 Fonlu) ) (4.6)

and
E=(w, 2)7, weRV™ zeR" (4.7

be the block decompositions of A(u, u,, o) and of = € RV corresponding to (Z.5).
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4.1.1 Some results about the structure of A(u, u,, o)

Even if it is not explicitly specified in the statement, all the results of this section presuppose that Hypothesis
holds.
The first observation is immediate, but useful:

Lemma 4.1. Let A;;(u, ug, o) be the blocks of A(u, ug, o) defined by [@6). Then
Alg(u, O') = Agl(u, (7) A{l(u, O') = All(u, (7)

Some further notations are required: let Py(u, o) denote the projection of R =" on ker A;; (u, o). Thanks
to the third condition in Hypothesis 2] the dimension of this subspace is constant in u: we will denote it
by q. The operator Py can be identified with a matrix Py(u, o) € M?*(N=")_ Similarly, the projection
on the subspace orthogonal to kerAy;(u, o) is identified with a matrix P (u, o) € MV—r=0x(N=7)  The
decomposition (7)) is hence refined setting

w=Pw w=Pw weRY weRYN "I (4.8)

T(u, o)
(u, o)

Using the previous notations and recalling Lemma [£] the product A(u, g, U)f writes
i
U, 0, Uy)

An(u, 0)  Azn(u, 0)" w 0 0 (42,
Ui v )= s e

SISt
—
-~
©
N—

where
Al (u, 0) = Az (u, 0)PF (u, o) € M"*4 A (u, 0) = Agi (u, 0)PT (u, o) € MT*(N=r=9)

and
Ay (u, 0) = Py (u, 0) A1 (u, o) PT (u, 0) € MV —r=@)x(N=r=q)

It is now possible to state the following result, a consequence of Kawashima condition:
Lemma 4.2. The matriz AL, (u, o) € M"™? has rank q. Thus, in particular, ¢ < r.

Proof. First of all, one observes that
E7'A(u, 0)2 =02 <= A(u,0,0)E=0
and hence Kawashima condition writes
ker(A(u, 0, o)) Nker(B(u)) = {0} Yu, o. (4.10)

We claim that this implies
Alw=0=w=0. (4.11)
Indeed, suppose by contradiction that there exists w # 0 such that A%,w = 0. Then
0 0 (ALHT w 0 0 0 O
0 A (AT 0 = 0]=10200
AL ALy Ago 0 0 0 0 0

o og

which contradicts (@I0). Hence (£I1) holds.
From (ZI1)) one then deduces that A%, has ¢ independent columns and hence it admits a submatrix of
rank q. [l
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In the following we will isolate an invertible submatrix of AL, (u, o) and we will denoted it by a1 (u, o).
More precisely, a1 is obtained from Al (u, o) selecting ¢ independent rows. By continuity, one can suppose
that the rows selected are the same for every wu.

With considerations analogous to the ones that lead to (£9), one can write

z=PT(0)z+ PY(0)z,

where P € M?%" is the projection such that a;; = A5, PT and P € MU~9*" is the projection on the
subspace orthogonal to the image of R" through P.
Thanks to the previous considerations, one obtains that A(u, u,, 0)= writes

0 0 ai; (u, o) a3 (u, )

w
0 Au(u, o) aly(u, o) als(u, o) w (4.12)
an(u, o) awn(u, o) a1y, ug, o) ok (u, ug, o) z '
azl(u) a22(% U) aZl(ua Uy, U) 0422(% Uy U) z,
with
aig € MqX(N_T_q), a99 € M(T_q)X(N_T_q)
11 € M9%Y, ag; € M(T*q)xq’ Qoo € Mr—a)x(r—q)
zeR? ze R4
The corresponding decomposition of B(u) is
0 0 0 0
0 0 0 0
0 0 bll(u) blz(u) (413)
0 0 bgl(u) bgg(u)

with
bi1 € MI%, b1y € MPXT=D pyy e MIT—DX4 oy € MT—DX(r—a),

It is worth underling explicitly that formulations (£I2)) and (@I3]) include in particular the limit cases ¢ =0
and ¢ = N — r: indeed, it is enough to assume w = w, z = Z and w = w, z = Z respectively.

Lemma 4.3. The matriz
agayy (bll(aﬂ)_la% - blz) —ba1(afy) " ag; + by
s invertible.

Proof. By contradiction, assume that there exists an (r — ¢)-dimensional vector 5 # 0 such that
(amaﬁl (bll(a,{l)ilagl - blz) — bai(af;) tag + 522)52 0.
It follows that

b22

T\ 1 T R
(a2laI11’ _Ir—q) < Zi b12 > < (al_l)l a3 >€ =0 (4'14)
r—q
Define

then (@I4)) implies
0= (DE, bDE).

Since D & # 0, this is a contradiction because of the second condition in Hypothesis O
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4.1.2 The explicit form of system (£L5)

The following result guarantees that system (43]), and hence systems [£2) and (£3) can be reduced to an

explicit form like (Z15])

Lemma 4.4. There exists a sufficiently small constant 6 > 0 such that
the following holds. System (LX) can be rewritten as

if lu — @] < 0 and |uy| < 0, then

{ ue = ((u, 5, 0), W, 2, 0), 2(u, 2, 0), 2)T (415)
Ze = f(u, Z, 0)
for suitable functions
@RV XxRTIXR—-R?  @:RYXRTIXR—-RY"7  z: RV xR"™7xR— R
fRVN xR xR— R,
For every o and for every u the following holds.
w(u, 0,0) =0  (u,0,0)=0  Z(u,0,0)=0  f(u,0,0)=0 (4.16)
Also, these functions satisfy
Du2|u:ﬁ0,£:07g =0 Doz|,_, - 0,=0 D[ _, .= —(aT) "t (4.17)
and
Duw|u:ﬁo,2:07o’ =0 Dgw|u:ﬁo72:0,o’ =0 (4.18)
Db,y 5o o = -4 (afDzz + a3y) = —Aﬁl( —afy(afy) ag; + agy). '
Moreover,
D“wiu:ﬁm,%:O,o’ =0 Dow|u:ﬁo72:0,o =0
D[, . o= —ai} (angu} tanD:z+ ag) + a7 biD:ED:f + atbiaDsf
= aﬁl (61121211711 (agz - a{z(aﬂ)ilagl) + 0‘11(“?1)71“:2111 - a12) + aﬁl <bl2
(4.19)

- bll(a,{l)lagl> <a21a1_11 (bll(aﬂ)*l%ﬂ - blz) — by (afy) " 'ag,

~1
+ b22> (021(‘111 (al?Afll (a3, — aly(aiy)tagy) + oa1(afy) ag; — a12)

+ CL221211_11 (a{z (af1)"tag; — a3y — azi(aiy)tag; + a22)>
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and

Duf‘ =0 D0f|u:ao,5:0,o =0

u=ug, 2=0, 0
1

- —1 -1 —1 N _
sz‘u:ﬁo . <521D52 + b2 — a2 (au b11DzzZ + ajy b12)> ( —az1a7; (CL12D5w +oa11DzZ

T - _

=+ 0412) + a99 Ds;W + g1 Dsw + agg)
1

1 TN—1.T TN—1_T 1 —1/.T
= <a21a11 (bll(an) az — b12> —bai(agy)” agy + 522) (aman (a12A11 (ass
T T\=1.T TN=-1.T T i-1( T/ T\—1.T
—ajy(ai;) tag) +anlat;) tag — 0‘21) + a2 Ap; (a12(a11) a1

— ag;) — agl(a{l)_lagl + 0622) .
(4.20)
Proof. Using notation (II12) and (@I3), equation rewrites as

0 0 ati(u, o) ali (u, o) w
0 Ay (u, o) aly(u, o) aly(uo) w
ain(u, o) az(u, o) aii(u, w, W, z, 2, 0) ad (u, w, W, z, 2, o) z
CL21(’U,, (7) CL22(U, (7) agl(u, w, W, Z, Z, (7) 0422(11,, w, W, Z, 2(7) z
0 0 0 0 Wy,
| 00 0 0 Wy,
o 0 0 bll(u) blg(u) Zx
0 0 bgl(u) bgg(u) gw

Hence from the first line it follows
aﬂ(u, o)z + agl(u, 0)z2=0

and therefore

z(ua 2) = _(a;lrl(uv U)) agl(ua 0')2
The second line then reads
~ - -1 - -
A1 (u, o) — a?{Q(u) (a{l (u, 0)) agl(u, o)z + aQTQ(u, 0)z2=0

and hence thanks to the invertibility of Ay (u)

ﬁ)(uv 2) = Afll(u’ U) (a{2(u) (afl (uv U))_lagl(uv U) =+ ag2(uv U))g

Moreover, one has

PR ~1 - ~1 L
(z(u, z))gc =—(afy(u, o)) adi(u, o)z, — Du((a{l(u, o)) aj(u, 0))% = Zz(u, w, Z, Z;)
and hence the third line reads
ar1 (W)@ + arz(u)(u, 2) 4+ agy(u, w, 2)2(u, 2) + ady (u, , 2)Z = byy (u)Ze(u, W, 2, Zz) + bra(u)Z,

and therefore, thanks to the invertibility of aq1, in a small enough neighborhood of
(u=1up, w=0,2=0, Z, =0) it is implicitly defined a map w = w(u, Z, Z;) such that

T — T _ -1 . TN—1.T
Duw}u:ag,zzo,zy:o =0 Dzlw|u:ﬁg,220,z~z:() =aq (bl? bii(ay;) a21>

D2w|u:ﬁ072:0,2m:0 = al_ll (alQAl_ll (agz - a{Q(a{l)_lagl) + all(a?l)_lagl - Ogl)-
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Then the fourth line reads
a1 (W)w(u, 2, Zz) + aga(w)w(u, 2) + a1 (u, 2, 2:)Z:(u, 2, Zz) + aoa(u, 2, 2:)Z = bay(u)Zx(u, 2, Z;) + bao(u) 2,

Hence thanks to Lemma 3] it is implicitly defined a map Z, = f(u, Z), which satisfies the hypotheses
described in the statement of the lemma. O

In order to simplify the notations, we set

a(u, z, o) = azna; (a12A11 (agz a’{Z(a,ﬂ) 1a21) —|—a11(a{1) lagl Ogl) +a221211_11 (G{Z(a‘{l) lagl

—al, - azl(a{ Lol + ag) € MIr—9x(r=a)
b(u, o) := aziayy (bll( b12) —boy ( all agl + byy € M(T—0)x(r—a)
(4.21)

With this notations,

Also, if we consider the jacobian
DE (ﬁ)(u, 2) U)) w(uv 2) U)? z(uv 27 U)) 2(“’7 27 U))
and we compute it at the point (u =1y, £2=0, o), we get

-1 A-1(,T T (,T\=1,T &y -1 TyV-1,T T,T V1
ajy a12Ay) (azz — ajp(ay;) azl)f +ayy an(ar) CL21 — gy a21§ + (a’ll biz — ayy bui(ayy') a21)12

A (%2(@?1) 021 aé@)

(a{l) CL21
I,

(4.22)
Finally, the proof of Lemma [£4] implies the following result:

Lemma 4.5. Given £ € R"=%, the condition a(u, 0, o) = Ab(u, 0)€ is equivalent to A(u, 0, o) = = AB(u) E
where Z € RY is given by

-1 A-1(,T T (,T\—1 T al € WT T \p—1,¢

ajy a12Ayy (022 —agp(ay;)” azl)f + au Lan(afy)Ttad € - ay azlf + (au bis — ay'bii(ary’) 021)1_? ag
1 T\

= Apy (a12(a 1) - a22)§

ol
az
—(aj 1) gf

3

(1]

(4.23)
The case A =0 and hence gg: 0 is, in particular, included in the previous formulation.

Remark 4.1. For simplicity, in the following we assume that b~ 'a is diagonalizable. Hence, in particular,
one can find (r — ¢) independent vectors Ey,...Z,_4 such that

(A= \B)Z; = 0.

To handle the general case, one should work with generalized eigenspaces.
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4.2 The hyperbolic limit in the case of non invertible viscosity matrix
4.2.1 The hyperbolic limit in the case of the Cauchy problem

In this section for completeness we review the construction of the Riemann solver for the Cauchy problem
in the case the viscosity matrix B is not invertible. We refer to [7] for the complete analysis. Also, some of
the steps in the construction are the same as in the case of an invertible viscosity matrix, which is discussed
in Section B2-T] Thus, here we will focus only on the points where the singularity of the viscosity matrix
plays an important role.
The goal is the characterization of the limit of
E(uf)uf + A(u®, uf)us = eB(u®)us

xrx

U <0 4.24

under Hypotheses 2 B Bl and
The construction is as follows. Thanks to Lemma [£4] the equation of travelling waves

BU)U" = (A(U, U') - aE(U)) U, (4.25)

is equivalent to the system

W = (w(u, 2, 0), @(u, 3, 0), 2(u, 3, 0), z)
2= flu, 2, o) (4.26)
o' =0.

w(u, 0, o) = 0, w(u, 0, o) = 0, Z(u, 0, o) = 0. Thus,
(p) is an eigenvalue of E~1(ig)A(@p, 0). Linearizing

When % = 0 then for every u and o f(u, 0, o) =
(g, 0, \i(tp)) is an equilibrium for ([B28]), where
around such an equilibrium point one obtains

0,
Ai

0 c 0
0 bila(ﬂ()a 07 0'1') 0 ) (427)
0 0 0

where the exact expression of the matrix ¢ € RY*("~9 is not important here. Let Z;(7g) denote the

eigenvector corresponding to A; (o), then Z;(@g is in the form given by Lemma 5] for some vector &(zg) €
R"~4. Then the eigenspace of ([{L21) associated to the eigenvalue 0 is

Ve = {(u, vié(ﬂo), U) tu€eRN, v, 0€ R}-

One can then proceed as in the case of an invertible viscosity matrix (see SectionB:2.1]). Fix a center manifold
M€, then one can verify that a point(u, Z, o) belongs to M€ if and only if

z = vi&i(u, vy, 0),
where é € R"77 is a suitable vector valued function such that
& (10, 0. Xi(0)) = & ().
Thus, on the center manifold

u = (ﬁ)(u, z,04), w(u, z, 07), z(u, Z, 0;), 2) = él(u, Vi, 03)0;
for some vector valued function éi € RY such that
= (ﬂo, 0, )\i(ao)) = Z;(to).
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Plugging the relation u’ = Z;v; into the equation
B(u)u" = [A(u, v') — o E(u)u

one obtains ~ ~ R o
[BZi + Eiuilvie = ([A - 0EIE: — DuEiZv; ) vi

Taking both members dot product E; one gets
CiVip = Q;V;

for suitable functions ¢;(u, v;, o) and a;(u, v;, o). Thanks to Lemma 3] Z;(4p) is not in the kernel of B
and hence

¢ (ao, 0, )\i(ﬂo)) = (Zi(to), Blio)Zi(ii0)) > 0

Thus, ¢; > 0 in a neighborhood and hence one can introduce ¢; := a;/c;. Also,

09;
oo

= —<Ei(ﬂ0), EEZ(@()» < 0. (428)
(’a0707 )\,(ﬁo))

Thus, system the solutions of (B28) laying on M€ satisfy
v

= ¢i(u, Vi, (71‘) (429)
0

with ¢ satisfying [@28)). One can therefore apply the results in [7]. Proceeding as in Section B2Z1] one
eventually defines the i-th curve of admissible states T; g, which satisfies
aTiﬁo
881'

S =0

and all the other properties listed in Section 3211
Consider the composite function

’QZJ(@(), S1... SN) = Tsl1 o. TSJYVQO

With the previous expression we mean that the starting point for TV~ is T @. It turns out that the
map ¢(to,-) is invertible in a neighbourhood of (s;...sy) = (0...0). In other words, if v~ is fixed and is
sufficiently close to @g, then the values of s ...sy are uniquely determined by the equation

U :w(ﬂo, 81...81\7). (430)

Taking the same u~ as in ([£24]), one obtains the parameters (s; ... sy) which can be used to reconstruct the
hyperbolic limit u of (#24]). Indeed, once (s ... sx) are known then u can be obtained in the way described

in Section B.2.11

Remark 4.2. To construct the curves T; Up one proceeds as follows. Suppose that s; > 0, then one considers
the fixed point problem

T

u(r) = i + / Fo(ul€), vk (€), 0w (€))de
ve(7) = fr(T, u, v, o) — concfi(r, u, vg, o)) (4.31)

or(T) = mﬁconcfk(ﬂ U, Vg, O).
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Denote by (u;, v;, 0;) the solution of (£31]), whose existence is ensured by results in [7]. Then we define
Tsiiﬂ() = 1,(,1(81)

The value u;(s;) is connected by @y by a sequence of rarefaction and shocks. This is actually true only if
system (E28) is equivalent to ([{20), i.e. if Lemma [£4] holds true. The problem here is that in [{28) ¢ is a
parameter, while in ([@31]) can vary. Actually, it turns out that we can still apply Lemma 4] provided that
the dimension of the kernel of A1 (u)— o FE11(u) does not vary in a small enough neighborhood of o = A; (@),
i.e. if the kernel of Aj1(u) — A;(@o)E11(u) is trivial. This is certainly a restrictive condition. In [I3] the
authors will address the problem of finding less restrictive conditions.

4.2.2 A lemma on the dimension of the stable manifold

The aim of this section is to introduce Lemma [£7, which determines the dimension of the stable manifold
of the system
B(U)U" = AU, UNYU', (4.32)

satisfied by the steady solutions of
E(wus + A(u, )ty = Ugy.

In this section we thus give an answer to a question introduced in [44]: more precisely, it is shown that the
condition called there Hypothesis (H5) is actually a consequence of Kawashima condition.
Thanks to Lemma (£4)), system ([£32]) is equivalent to

T
up = ((u, 2, 0), @, 2, 0), 2(u, 2 0), %)
éa: = f(ua 27 0)

(4.33)

Hence, linearizing around the equilibrium point (u, 0), one finds that the Jacobian is represented by the

matrix
0 m
0 b 'a(a,o0,0)

where g and b are defined by ({2I)) and m is a N x (r — ¢) dimensional matrix whose exact expression is
not important here. Hence the stable manifold of system ([£33) is tangent in (@, 0) to

d d
Ve= {(ﬂ + ;vimﬁi(ﬂ% ; Hi(a)) v € R} C RN*T-a) (4.34)

In the previous expression 51, e ,501 € R4 are the eigenvectors of b~ 'a associated to eigenvalues with
strictly negative real part. What we want to determine in Lemma (£4) is the number d, i.e. the number of
eigenvalues of b~ 'a with strictly negative real part.
Before stating the lemma, we recall some notations: k—1 denotes the number of eigenvalues of E~1(u)A(u, 0),
that satisfy
A(u) < Ag(u) < - < Apo1(u) < —e< 0

for some constant ¢ > 0. The number (k— 1) does not depend on u and u, because of the strict hyperbolicity
(Hypothesis B]). Moreover, let

_( Au) AR _( Bulw Bhw
At = (4000 ami ) ) £ = ( Eal) Ene ) (4:35)

S

be the block decompositions of A and E corresponding to the block decomposition

s = (5 40 )
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Figure 6: the behavior of the roots of (£38) when the perturbation ¢ — 0"
k —1 roots: Rep;(0) <0 | N — k roots: Repui(o) >0

n11 + q eigenvalues: Rep; < 0, |u(0)] — +oo

r—gq eigénvalues: wi(o) — w(0)

Also, nq1 denotes the number of negative eigenvalues of A;1. Since E is positive definite, also E7; is and
hence by Lemma 1] ny; is equal to the number of strictly negative eigenvalues of E;*(u)A11(u). Hence, by
the third assumption in Hypothesis 2 ni; does not depend on u. Finally, ¢ denotes the dimension of the
kernel of A11(u), which as well does not depend on w.

Before introducing Lemma 7] it is necessary to state a preliminary result, which is exploited in the
proof of the lemma:

Lemma 4.6. Let Hypothesis[@ hold. Then there exists 6 > 0 such that if u belongs to a neighborhood of g
of size & then the following holds. The polynomial

det (A(a, 0) — uB(a)) (4.36)
has degree (r — q) with respect to .
The proof follows immediately from Lemma [£35] which guarantees that
det (A(@, 0) — pB(w)) = 0 <= det (b7 (7, 0)a(@, 0, 0) — pl,—, ) =0,

where the matrices a, b € M("~9*("=4) are defined by EZI)) and b is invertible by Lemma @3l The symbol
I_4 denotes the identity matrix of dimension (r —q) .

Lemma 4.7. Let Hypotheses[@ and[3 hold. Then the dimension d of the stable space [E34) of system ([@E32)
isd=k—1—n11 —q.

Proof. Since the state 4 is fixed, in the following for simplicity the matrices A(a@, 0) and B(@) will be denoted
by A and B respectively. To prove the lemma one has to show that the equation

det (A . uiB) —0 (4.37)

admits exactly (k — 1 — n11 — g) roots with negative real part.
The proof is organized into six steps:
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1. First, it is introduced a perturbation technique. More precisely, it is considered the problem
det (A — wi(0)(B + al)) —0. o>0, (4.38)

where o is a positive parameter which is allowed to go to 0. The symbol I denotes the IN-dimensional
identity matrix. Just to fix the ideas and to consider the most general case, it will be supposed that
the matrix A is singular:

)\1<"'<)\k71<0:)\k<)\k+1<"'<)\N

Once the value of the parameter o is fixed, the solutions y; (o) of [@3]) are the roots of a polynomial
of degree N. Moreover, the matrix (B + o) is positive definite and hence Lemma B] guarantees that
(k—1) roots have strictly negative real part, (N — k) roots have strictly positive real part and one root
is zero.

If one let the parameter o vary, (38 defines N algebraic functions pi(0),...un(0): since the coeffi-
cients of the polynomial [{38]) are analytic with respect to o, it is known (see for example [38]) that
the functions p; are analytic everywhere in the complex plane except for some so called exceptional
points that are certainly of finite number in every compact subset. Moreover, for every fixed function
w; only two behaviors are possible in an exceptional point ¢ = &:

e u;(0) is continuous in &.

o lim,_,5 |ui(0)| = +o0.
In the case of the algebraic functions defined by ([#38§)), the point ¢ = 0 is an exceptional point since
in ¢ = 0 the degree of the polynomial drops from N to r — ¢: we will denote by 1;(0),i=1,...(r —q)

the (r — q) roots of (Z3T).

Thanks to the known results recalled before, however, one deduces that there are

e r — ¢ functions p;(o) such that

lim p;(0) = p4(0) i=1,...7r

oc—0 -
e N —r+ g functions y;, (o) such that

lir%|ui(a)|:—|—oo i=r+1,...N.

The situation is summarized in Figure
Moreover, restricting to a small enough neighborhood, it is not restrictive to suppose that o = 0 is the
only singular point.

2. As a second step we prove that to obtain the lemma it is sufficient to show that the number of functions
wi(o) continuous in o = 0 and such that Repu;(0) < 0 when o € RT is equal to k — 1 —nj; — ¢. Since
the number of roots of [@38)) with negative is equal to k — 1, this is equivalent to show that there are
exactly n11 + ¢ functions p; (o) such that Rep;(o) < 0 and |pi(o)| T +00 when o — 0%,

The only case that has to be excluded is the possibility that in the limit a function y, (o) with Rep;(0) <
0 has zero real part.

First, one observes that equation ([@37) does not admit purely imaginary roots: by contradiction,
assume that there exists p € R, p # 0 and v = v, + iv;, v, v; € R¥ such that

A(vy +iv;) = ipB(vy + v;). (4.39)
Just to fix the ideas, one can assume p > 0: as in the proof of Lemma [3.1] it turns out that

0 > —u(Buv;, v;) = (Av,., v;) = (Av;, v.) = u(Boy, v.) >0 (4.40)
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because B is positive semidefinite. Hence the only possibility is that v; and v, both belong to ker B,
but this contradicts ([@39) and hence there are no purely imaginary roots of ([37).

Hence one is left to exclude the possibility that a function p;(o) continuous in ¢ = 0 and such that
Rep;(o) < 0 converges to 0. From the strict hyperbolicity of the matrix E~'A (Hypothesis B and
from Lemma [31] it follows that 0 is an eigenvalue of A with multiplicity one and hence p; = 0 is a
root of ([L37) with multiplicity one. Moreover, again from Lemma [BI] one deduces that the algebraic
function p (o) is identically equal to 0. Since the multiplicity of 0 as a root of (£37) is one, it cannot
happen that other functions p;(c), i # k converge to zero when o — 0F.

. As a third step, we perform a change of variable. More precisely, the number of solutions p;(co) of
(A3]) such that Rep;(c) < 0 and |u;(0)| T +oo when o — 07 is equal to the number of roots z;(c) of

det(B+aI—x£-(a)A):O i=1,...N—r+gq (4.41)

such that Rex;(c) < 0 and z;(c) — 0 when o — 07. This is clear if one defines z;(0) := 1/pu;(0).

. In the fourth part of the proof, we study the inverse problem to ([@Z4I), i.e. the eigenvalue problem
det (B—xA—i—al(x)I) —0  j=1,...N. (4.42)

The meaning of the notation is that in this case one fixes  and then finds o.

More precisely, it will be studied the behavior of the N — r eigenvalues —o;(x) such that o;(x) — 0
when 2 — 0. From the analysis in [12] it follows that

F(z) = —Apz — AL b7 Ay 2 4 o(2?) x—0

where F'(x) denotes the projection of B —zA on the generalized subspaces converging to the kernel of
B. The blocks A1; and As; are defined by ([@3H). Let Fy(z) be the projection of F'(x) on the kernel
of A1 and F| (z) be the projection on the subspace orthogonal to kerAs.

Thus again the analysis in [I2] guarantees that
Fo(x) = —(AL) b7t AL 22 4 o(2?) x—0
and 3
Fi(z)=—-A112+ o(x) x — 0.

In the previous expression it has been used the notations introduced in (@3):

T
A1 (u, o) A21(UU)T 0 ~ 0 (Agl)T(“’ o)
uo U, Ug, O - 0 A1 (u, o) (Aﬁ) (u, o)
<A21( ) Al )) Ay(u) AM(u, o) Aps(in, 0, uy)

From Kawashima condition it follows that the matrix (AZ;)Tb~1 AL, is positive definite: one can proceed
in the same way as in the proof of Lemma (42]).

Hence projecting on suitable subspaces (we refer again to [I2] for the precise computations) it follows
that the following expansions hold:

oj(z) = ,ul-mz + o(x) x — 0, ji=1,...q (4.43)

and
oj(z) = A\jz + o(z) x—0 j=q+1,...N—r. (4.44)

In the previous expression, u; > 0 is an eigenvalue of (A44,)Tb"1 AL and \; # 0 is an eigenvalue of
All.
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5. As a fifth step, we analyze equation ([#24)): for every fixed j = ¢+1,... N —r, the expansion guarantees
that the function o;(z) is invertible in a neighborhood of & = 0. The inverse function z; (o) satisfies

(@AT) and because of (@A) the condition that Rexj(0) < 0 when o € RT is satisfied if and only if \;
is an eigenvalue of A1 with negative real part. This implies that there are exactly ni; functions zj(o)
satisfying (£.44) and such that Rex;(c) < 0 when o € R¥.

Moreover, there are N —r — ¢ functions z; (o) satisfying (L.41]) and ([£.44).

6. Since there are exactly 2¢ functions z;(o) satisfying (£41)) and ([@43]), one deduces that there are ¢
functions with strictly positive real part and g functions with strictly negative real part. The possibility
of a root with zero real part is excluded on the basis of the same considerations as in step 2.

Hence from steps 5 and 6 one obtains that there are exactly ni1 + ¢ solutions z;(c) of (@41 such
that Rex;(0) < 0 and z;(0) — 0 when 0 — 0T. Thanks to the considerations in steps 1, 2 and 3 this
concludes the proof of the lemma.

O
To introduce Lemma L8] it is useful to introduce some further notations: let
Ve (u) :=span{On,,—g+1,-- - Ox—1) (4.45)
be the space generated by the vectors that satisfy
(A(a, 0) — 1@, O)B(a)) ©i(@, 0)=0  pi(a, 0) < 0. (4.46)
Let
V% (u) := span{Zg41,...2ZN) (4.47)
the subspace generated by the =; satisfying
(A(u, 0) — /\iE(u))Ei —0  A>0. (4.48)

When A(u, 0) is invertible the dimension of V* is equal to (N — n), where n is the number of negative
eigenvalues of A defined as in (B34). On the other side, when A(u, 0) is singular the dimension of V* is
equal to (N — k), where (k — 1) is the number of strictly negative eigenvalues of A as in (B40). In this case,
the following subspace is non trivial:

V¢(u) := span(©g), where A(u, 0) O, = 0. (4.49)
The proof of the following result is analogous to that of Lemma 7.1 in [6]:

Lemma 4.8. Let Hypotheses[d and[3 hold. Then
venve={0} vinve={o} v°nv"=/{0},
where V2, V¢ and V* are defined by [@AD), @29) and (LZA10) respectively.

4.2.3 The hyperbolic limit in the non characteristic case

In this section we will provide a characterization of the limit of the parabolic approximation ([£1I]) when the
boundary non characteristic, i.e. when none of the eigenvalues of E~*(u)A(u, u,) can attain the value 0
(Hypothesis[B]). As in Section B:2Z.2 n will denote the number of eigenvalues of E~*(u)A(u, u,) with strictly
negative negative real part and N — p the number of eigenvalues with strictly positive real part. Also, we
recall that 111 is the number of strictly negative eigenvalues of A1 (u), while the eigenvalue 0 has multiplicity

q.
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To give a characterization of the limit of ([I]) we will follow the same steps Section Thus, in
the exposition we will focus only on the points at which the singularity of the viscosity matrix B plays an
important role.

The characterization of the limit works as follows. We will construct a map ¢(@o, Sn,,+q - --Sn) which
describes, as (Spy,+q--- Sn) vary, states that can be connected to @y. We will compose ¢ with the function
B, which is used to assign the boundary condition in (@I]). We will the show that the composite map is
locally invertible. This means that, given @ and g such that |3(tdg — g is sufficiently small, the values of
(Sni1+q - - - Sn) are uniquely determined by the equation

qg= ¢(ﬁ0, S1... SN).

Once (Spy;4q---Sn) are known the limit of (BI]) is completely characterized. The construction of the map
¢ is divided in some steps:

1. Waves with positive speed
Consider the Cauchy datum g, fix (N — n) parameters (s,+1 ...sy) and consider the value
u="T!" o...TN u.
The curves T}’ .. -TSJX, are, as in Section L.270] the curves of admissible states introduced in [7]. The
state %o is then connected to @ by a sequence of rarefaction and travelling waves with positive speed.
2. Boundary layers
We have now to characterize the set of values u such that the following problem admits a solution:
AU, UL)Uy = B(U)Uszs

U0)=u (4.50)
limg oo U(x) = @

Because of Lemma [£.4] one has to study

{ U, = (w(U, z,0), w(U, 2, 0), 2(U, 2, 0), Z) (4.51)

Zy = f(Ua 27 0)
Consider the equilibrium point (@, 0), linearize at that point and denote by V* the stable space, i.e.

the eigenspace associated to the eigenvalues with strictly negative real part. Thanks to Lemma 7]
the dimension of V* is equal to n — ny11 — q.

ve={@+ Y 8@, Y ad@). o1 w € B),
=1 i=1

where 11 (@) . . . ju, (@) are the eigenvalues of b~ (@, 0, 0)a((@), 0, 0) with negative real part and & (). .. &,
are the corresponding eigenvectors.

Denote by M? the stable manifold, which is parameterized by V*. Also, denote by ¢s a parameteriza-
tion of M?*:
bs 1 VS — RV,
Let m, be the projection
7w RV X R™™7 5 RN
(u, 2) — u
One can then proceed as in the proof of Section and conclude that system [@50) admits a

solution if u € 7y (@s(Snyy+q+1---Sn)) for some sy, 441 - .. 8y Also, thanks to (£22) the columns of
the jacobian of m, o ¢ computed at sp,,4q+1 =0...5, =0 are Ep,, 4q+1-- - Zn-

Note that the map m, o ¢s actually depends also on the point % and it does in a Lipschitz continuos
way:
|y © §s (U1, Snyytqr1---5n) = Tu © Ps(U2, Snyytqtt---Sn)| < Lltn — ual.
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3. Conclusion

Define the map ¢ as follows:

&(T0, Sny1+q+1---SN) =Ty O Ps (Tgvi’z o.. .Tgvﬂo, Smi1tq+l .- sn) (4.52)

From the previous steps it follows that ¢ is Lipschitz continuos and that it is differentiable at s,,,, 4441 =
0...sny =0. Also, the columns of the jacobian are =, +4+1(to) - .. En(t0), On+1(Uo) ... On, where

(A0, 0) = (o B(io) ) ©(i10) = 0
for A\;(tp) > 0 and
(A(ﬁo, 0) — M(ﬂoE(ﬁo))Ei(ﬁo) = B(1g)Z;(uo)

for p;(up) with strictly negative real part.

In the case of an invertible viscosity matrix (Section [3.2.2) the definition of the map ¢ is the final step
in the construction. Here, instead, one has to take into account the function 8, which is used to assign
the boundary condition and is defined in Section 221l Consider

Bo ¢(ﬂ0, Sni1tqgtl - - SN).

Thanks to the regularity of § and to the previous remarks, o ¢ is Lipschitz continous and differentiable
at Spy 4941 =0...55 = 0. Denote by

V(ﬂ,o) = span(El(ﬂo) .. .En(ﬂ,o), @n+1(€(,0) S @N(ﬂ0>.
Lemma 9] which is introduced in Section B3} ensures that for every V € V(i)
DB(ag)V =0 = V=0

Thus, the jacobian of $o ¢ at s,,,4¢+1 = 0...sy = 0 is an invertible matrix. Thanks to the extension
of the implicit function theorem discussed in [24] (page 253) one can conclude that the map 8o ¢(uo, )
is invertible in a neighbourhood of (Spn,;+q+1---5n5) = (0...0). In particular, if one takes @ as in
1) and assumes that [B8(@o) — gl is sufficiently small, then the values of $,,,,+¢+1 - .. SN are uniquely
determined by the equation

g =Bo¢(Uo, Snyytqt1---5n) (4.53)

Once the values of $p,;+q+1 - - - Sy are known, then the limit u(¢, z) can be reconstructed. In particular,
the trace of v on the axis x = 0 is given by

a:=T0" o . TNa,. (4.54)

Sn+1
Also, the self similar function u can be obtained gluing together pieces like ([3.33)) .
Here is a summary of the results obtained in this section:

Theorem 4.1. Let Hypotheses[2, [3, [{} [3, [@ , [] and[d hold. Then there exists § > 0 small enough such that
the following holds. If |B(@g) — g| < 0, then the limit of the parabolic approzimation BI) satisfies

g= B¢(@0, Sniitqgtl - - SN)

for a suitable vector (Spy;+q+1---Sn). The map ¢ is defined by @I). Given @y and g, one can invert o ¢
and determine uniquely (Spqy4+q+1---SN). Once (Spyy4+q+1---Sn) are known the value u(t, x) assumed by
the limit function is determined a.e. (t, x). In particular, the trace u of the hyperbolic limit in the azis x =0

is given by (E54).
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4.2.4 The hyperbolic limit in the boundary characteristic case

This section deals with the limit of the parabolic approximation (£1]) in the boundary characteristic case, i.e.
when one of the eigenvalues of E~'A can attain the value 0. More precisely, we will assume Hypothesis [
which is introduced at the beginning of Section As in Section B.23], k — 1 is the number of eigenvalues
of E~1(ug)A(tig, 0) that are less or equal then —c, where c is the separation speed introduced in Hypothesis
Bl Also, nq1 is the number of strictly negative eigenvalues of A1 (o), while ¢ is the dimension of the kernel
of Ay (’[LQ)

To give a characterization of the limit of (@1 one can follow the same steps Section 323l Also, in Section
23l we explain how to tackle the difficulties due to the fact that the viscosity matrix is not invertible. Thus,
in the following we give only a quick overview of the key points in the characterization.

The characterization works as follows. We construct a map ¢(uo, Sny;+q - - - Sn) such that the following
holds. As (Spyy4q---SN) vary, (o, Snys+q - - - Sn) describes states that can be connected to 4g. We compose
¢ with the function [, which is used to assign the boundary condition in (@I]). We then show that the
composite map is locally invertible. This means that, given @ and g such that |3(u — g| is sufficiently small,
then the values of (sy,,+4q-.-Sn) are uniquely determined by the equation

gzﬁoqb(ﬂo,sl...sN).

Once (Spny;4q - - - Sn) are known the limit of (31)) is completely characterized and it is obtained gluing together
pieces like .33l The construction of the map ¢ is divided in some steps:
1. Waves with positive speed

Given the Cauchy datum g, we fix (N — k) parameters (sx+1 - ..sny and consider the value

= _ k1 N &
up =T o...T; Uo.

The curves Tit! ... TN are, as in Section EEZTL the curves of admissible states introduced in [7]. The

state g is then connected to @ by a sequence of rarefaction and travelling waves with positive speed.
2. Analysis of the center stable manifold

Consider the equation satisfied by travelling waves:
B(U)U" = (A — JE)U'.
Thanks to Lemma [£4] this is equivalent to system

U, = (w(U,é, 0), w(U, %, 0), 2(U, 2, 0), z)
Z, = f(U, %, 0) (4.55)
o, =0

The point (@, 0, A) is an equilibrium. One can than define an invariant center stable M manifold
with the same properties listed in Section Thanks to Lemma [£7] the dimension of every center
stable manifold is kK — ni; — ¢. Also, one can proceed again as in Section and find the equation
satisfied by the solutions of L2.1] laying on M. Moreover, every solution laying on M can be
decomposed in a purely center component, a purely stable component and a component of perturbation,
in the same way described in Section 3233 Eventually, one is able to define a map F(Ug, Sny;+q; - - - SK)
which is Lischitz continous with respect to both @y and sp,,1q,...5K. Also, it is differentiable at
Snii+q = 0,...8x = 0 and the columns of the jacobian matrix are the vectors E,,, 44(@x) . .. Zx(Ur).
For every i = ny; + ¢... K it holds

[A(ﬂk, 0) — e E(ax|Zs = Blaw)=s

with the real part of u; less or equal to zero.
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3. Conclusion

Define the map ¢ as

- N—k N -
&(T0, Sny1+q+1---SN) =Ty O Ps (TSN_k o... T\ U0, Snyytqtl--- sn) (4.56)

From the previous steps it follows that ¢ is Lipschitz continuos and that it is differentiable at s,,,, +q+1 =
0...sny =0. Also, the columns of the jacobian are =; (). ..EZk(to), Okt1(to) ... On, where

(A(ao, 0) — )\i(ﬂoE(ﬂo))Gi(ao) -0

with A; > 0 for every i. The vectors = are as before.
To take into account the function 3, which is used to assign the boundary condition and is defined in
Section [2.2.11, one considers

Bod(to, Snyitgr1---SN)-

Thanks to the regularity of § and to the previous remarks, o0 ¢ is Lipschitz continous and differentiable
at Sp,,+9+1 = 0...55 = 0. Denote by

V(ﬂo) = Span<51(€(,0) S Ek(ﬂ,o), @k+1(a0) ... @N>
Lemma B3, which is introduced in Section B3] ensures that for every V € V(i)
DB(w)V =0 = V =0

Thus, the jacobian of 30 ¢ at sp,, 1441 =0...sy = 0 is an invertible matrix. Thanks to the extension
of the implicit function theorem discussed in [24] (page 253) one can conclude that the map 8o ¢(o, )
is invertible in a neighbourhood of (sn,,4+q+1-..8n5) = (0...0). In particular, if one takes @, as in
(31) and assumes that |8(@o) — g| is sufficiently small, then the values of $,,,, 4441 ...y are uniquely
determined by the equation

g =1Bo0¢(to; Snyy+qt1---5n) (4.57)

Once the values of $p,;+q+1 - - - Sy are known, then the limit u(¢, =) can be reconstructed gluing together
pieces like[3.33l In particular, the value of the trace % on the axis x = 0 can be determined in the same
way described in Section [3.2.3

Here is a summary of the results obtained in this section:

Theorem 4.2. Let Hypotheses[2, [3, [} [3, [@ , [] and[D hold. Then there exists § > 0 small enough such that
the following holds. If |B(@g) — g| < 0, then the limit of the parabolic approzimation BI) satisfies

g = Bo qf)(ao, Snii+qtl - - SN)

for a suitable vector (Sp,y+q+1 ---SNn). The map ¢ is defined by (LEQ). Given Gy and g, one can invert o ¢
and determine uniquely (Spy,+q+1 ---SN). Once (Sny,+q+1-.-SN) are known, then the value u(t, x) assumed
by the limit function is determined a.e. (¢, x).

4.3 A transversality lemma

In the first part of this section we state and prove Lemma 4.9 It is a technical result and it guarantees that
the map 8 o ¢ that appears in both Theorems 1] and is indeed locally invertible. In the second part of
the section we introduce a new definition for the map # which is used to assign the boundary condition in

B(u(t, 0)) =g u(0, x) = 4p.
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This definition is an extension of Definiton 2] and it guarantees both the local invertibily of the map 0 ¢
and the well posedness of the initial boundary value problem (€58]).

Before stating Lemma [£.9] we recall some notations. We denote by A1;, E11 the blocks of A, E defined
by @38). Let ¢;(u) € RV~ be an eigenvector of E;;! (u) Ay (u) associated to an eigenvalue with non positive
real part. Also, let Z;(u) € RY be defined by

Z; = ( %’ ) (4.59)

Z(u) = span(Z1(u), . .., Zny,+q(u)).

We define the complementary subspace

oy w2 Yen( ) (5 Yoo (),

where €; € R” are the vectors of a basis in R” and @; € RN~" are the eigenvectors of F;;' A11 associated to
eigenvalue with strictly positive real part. By Definition 1] the function $(u) is the component uq of the
vector u in the decomposition

and

u=u;+uz, u; € W), u € V(u). (4.60)
Also, we define the space V(u) as

V(u) := span(On,, +q+1(1), .. ., Op_1(u), O (u), Zgt1(u),...En(v)), (4.61)
when the matrix A(u, 0) can be singular (boundary characteristic case). The vectors ©; satisfy
A(u, 0)0;(u) = 1; BO; Re(u;) <0,

while the vectors =; satisfy
(A(u, 0) — )\i(u)E(u))Ei =0 M >0

In the case of a non characteristic boundary (i.e when A(u, 0) is always invertible) the subspace V(u) is
defined as

V(u) := span(Onp,, +q+1(u, 0),...,0,(xu, 0), Epy1,...En(y, 0)),
With n we denote the number of negative eigenvalues of A, according to [3.34). According to the results
in Sections and 24 V(ug) is the space generated by the columns of the jacobian of the map ¢ at

(8n11+q+1 s SN) =0.

The following lemma guarantees that, even if W(u) and V(u) do not coincide in general, nevertheless
they are transversal to the same subspace Z(u). This result is already known, but we repeat the proof for
completeness.

Lemma 4.9. The following holds:
V(ﬂo) D Z(ﬂo) =RV W(ao) &) Z(fbo) =RY

Proof. The second part of the statement is trivial.
In the proof of the first part for simplicity we consider only the boundary characteristic case (A(u, 0) can

be singular), being the other case absolutely analogous. Also, we write A instead of A((ug, ). The proof is
organized into four steps:

1. First, we prove that if V' is a non zero vector in span{Z41,...,Zy), then

(V. AV) > 0. (4.62)

79



The steps are analogous to those in the proof of Lemma 7.1 in [6], but for completeness we repeat
them.

If V € span(Zg41,...,2n), then V belongs to the unstable manifold of the linear system
Uy = Au

and hence there exists a solution of

u, = Au
u(0)=V limg_, oo u(z) = 0.

Thanks to the symmetry of A, such a solution satisfies

%(u, Au) = 2(uy, Au) = 2|Aul? > 0
x

and hence to conclude it is enough to observe that

lim (u(z), Au(x)) = 0.

r— —00

. if

ni1+q
7 = Z a:lei,
=1
then

(Z, AZ) < 0. (4.63)

Indeed, the matrices A11, F11 are symmetric and Fiq is positive definite, hence they admit an orthog-
onal basis of eigenvectors (i ...({n—r such that ((;, A11G) = 10 (G, E11¢). In particular,

ni1+q

(2, AZ) = > miw}(G, EnG) <0.
1=1

. if

k
Jj=ni1+q+1
then
(48, ©) < 0. (4.64)

Indeed, by Lemma [£4] one deduces that the following system admits a solution:

Bu, = Au
u(0) =0 limg_, oo u(z) = 0.

Hence, by considerations analogous to those performed in the first step, one concludes that (£64]) holds
true.

. it holds
span(Zl, sy Zn11+q7 @n11+q+17 ey @k> n SpaD<Ek+1, ey EN> = {0} (465)

To prove it, it is enough to show that if
Z €span(Zy,.... Zoysa)s O €5pan(Onyysqits- .- Ok), (z n @) £0, (4.66)

then
(Z + @) ¢ span(Zps1,. -, En)-
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If

N

0= Z z;0;,
i=ni1+q+1

then

N N
(AZ, ©)=(Z, AB) == > wi(Z,A0;)= Y  p=i(Z, BO;)=0
i=n11+q+1 i=n11+q+1
and

(Z+0,AZ + AO) = (Z, AZ) + 2(Z, AO) + (O, AO),
from ([@63), (L62) and (LE4) it follows that (L60) holds true.

5. to conclude, it is enough to show that for every i = 1,...,(n11 + q)
Z; ¢ span{(©p,,, +4+1(u, 0),...,0k(u, 0)). (4.67)
Suppose by contradiction that
k
Zi = Z Cj@j (468)
Jj=ni11+q+1

for suitable numbers ¢, +4+1, - - - ¢k Because of Lemma[LT] for every j, ©; has the structure described

by @EZ3), where &; is an eigenvector of b~ 'a. The matrices b and a have dimension (r — ¢) and are
defined by (£21)). Considering the last (r — ¢) lines of the equality (£G8) one obtains

0="> ¢,
J
which implies ¢; = 0 for every j, because the EJ are all independent. Hence (£68) cannot hold and
([#5T) is proved.
([l
From Lemma .9 we deduce that the map 0¢ which appears in Theorems [ Tl and [£.2]is locally invertible.

We proceed as follows.
By construction the kernel of the jacobian D is Z(ug). Thus,

DB(ag)V=0 = V € Z(u).

The columns of the matrix
D B(to) D ¢(to)

are D B(40)Ony;+q+1 - - - D B(10)Ok—1, D B(1o)=k . .. DB(tp)=n. To prove that the columns are all indipen-
dent it is enough to show that

k—1 N
Z x; D B(ﬂo)@l + Z x; D B(’[LQ)El = 6 — Tpy4q+l = - TN = 0. (469)
i=ni1+q+1 i=k

Since Opyq4q+1 - - - Ok—1, Ei . .. ZEn are all indipendent, to prove ([£6Y) is is enough to show that if V' € V(ao)
and

DB(@)V =0
then V = 0. This a consequence of Lemma E9, which states that

V(o) @ Z(1p) = RY

We now introduce a generalization of Definition 2.1
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Definition 4.1. The function

B8:RY 5 RV -ui—a

is smooth and satifies

kernel (Dﬁ(ao)) @ W(ao) = RV (4.70)

and

kernel (Dﬁ(ﬂo)) @ V(ao) = RV (4.71)
Thanks to ([@X10), the initial boundary value problem

{ E(wus + A(u, ug)uy = B(U) gy
B(u(t,0)) =g u(0, x) = 1o

is well posed. This is a consequence of the same considerations as in Section 2211

Also, because of ([@TI]) the matrix
D B(1o) D ¢(uo)

is invertible. Thus, the function o ¢ which appears in Theorems [.]] and is locally invertible. In other
words, the analysis in Section [4]is still valid if we use Definition ] instead of Definition 211
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