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Abstract

Abstract. We consider a conservation law in the domain Ω ⊂ Rn+1

with C1 boundary ∂Ω. For the wide class of functions including generalized
entropy sub- and super-solutions we prove existence of strong traces for normal
components of the entropy fluxes on ∂Ω. No non-degeneracy conditions on
the flux are required.

1 Introduction

In the open domain Ω ⊂ Rn+1 we consider a first-order conservation law

divxf(u) = 0, (1.1)

u = u(x), x = (x0, . . . , xn) ∈ Ω; f = (f0, . . . , fn) ∈ C(R,Rn+1), where the flux func-
tions are supposed to be only continuous: fi(u) ∈ C(R), i = 0, . . . , n. We assume
that ∂Ω is a C1 boundary that is for each point x ∈ ∂Ω there exists its neighborhood
U and a C1-diffeomorphism ζ : UΩ̄ → Wrh, where Ω̄ = Cl Ω and Wrh = [0, h)×Vr is
a cylinder in Rn+1, Vr = { y = (y1, . . . , yn) ∈ Rn | |y|2 = y2

1+· · ·+y2
n < r2 } is an open

ball, r, h > 0. We shall also assume that derivatives of ζ and ζ−1 are bounded ( this
assumption can be always achieved by passing to a less neighborhood ). Clearly,
boundaries of the sets Wrh and U ∩ Ω̄ must correspond each other under the map ζ :
ζ(∂Ω ∩ U) = {0} × Vr. We shall refer to triples (U, ζ,Wrh) as boundary charts on
Ω. The corresponding neighborhood U will be called a coordinate neighborhood.
For any point x̄ ∈ ∂Ω we can choose the boundary chart (U, ζ,Wrh), x̄ ∈ U in the
following special way. As is rather well-known, ∂Ω locally is a graph of some C1

function, upon rotating and shift of coordinate axes if necessary. More precisely,
making a shift of coordinate axes, we can assume that x̄ = 0. Then there exists a
C1 function g = g(y) defined in some open ball Vr and a neighborhood U of the
point x̄ = 0 such that, after possible rotating of coordinate axes

Ω̄ ∩ U = { x = (x0, x
′) ∈ Rn+1 | 0 ≤ x0 − g(x′) < h, x′ ∈ Vr }

with some h > 0. In particular, ∂Ω ∩ U is a graph x0 = g(x′), x′ ∈ Vr. Taking
ζ(x) = (t(x), y(x)) with t(x) = x0−g(x

′), y(x) = x′ we obtain the chart (U, ζ,Wrh),
which will be called canonical. Observe that the Jacobian of the map ζ equals
identically 1, therefore ζ is a measure preserving map.

Denote by ~ν(x) the outward normal vector at the point x ∈ ∂Ω. Let (U, ζ,Wrh)
be a chart, ζ(x) = (t(x), y(x)) then ∂Ω∩U is the level set t(x) = 0 and t(x) > 0 for
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x ∈ Ω ∩ U . Therefore, ~ν(x) = −∇t(x). Of course, this vector could be normalized
to be unit but this is not necessary for the sequel. Notice also that if t(x) = τ > 0
then ~ν(x) = −∇t(x) is the normal vector to the hyper-surface t(x) = τ .

Now, let us recall the definition of a generalized entropy solution of (1.1) in the
sense of S.N. Kruzhkov [11].

Definition 1.1. A bounded measurable function u = u(x) ∈ L∞(Ω) is called a gen-
eralized entropy solution ( briefly - g.e.s. ) of the equation (1.1) in the domain Ω if
∀k ∈ R

divx[sign (u− k)(f(u) − f(k))] ≤ 0 (1.2)

in the sense of distributions on Ω ( in D
′(Ω) ).

In the case when (1.2) holds with equality sign: for all k ∈ R

divx[sign (u− k)(f(u) − f(k))] = 0 in D
′(Ω) (1.3)

a g.e.s. u(x) is called an isentropic solutions (briefly - i.s.)

Condition (1.2) means that for any test function h = h(x) ∈ C1
0(Ω), h ≥ 0

∫

Ω

{sign (u− k)(f(u) − f(k),∇xh)}dtdx ≥ 0.

Here and below we use the notation (·, ·) for the scalar product in a finite-dimensional
Euclidean space. We also denote by | · | the corresponding Euclidean norm.

Setting in (1.2) k = ±‖u‖∞, one can easily derive that divxf(u) = 0 in D′(Ω)
and u(x) satisfies (1.1) in the sense of distributions, i.e. u(x) is a generalized solution
( g.s. ) of this equation.

If we replace the condition (1.2) by one of the following conditions

divx[sign +(u− k)(f(u) − f(k))] ≤ 0 in D
′(Ω), (1.4)

divx[sign −(u− k)(f(u) − f(k))] ≤ 0 in D
′(Ω), (1.5)

where sign +(u− k) = max(sign (u− k), 0); sign −(u− k) = min(sign (u− k), 0), we
obtain notions of a generalized entropy sub-solution (g.e.sub-s.) and a generalized
entropy super-solution (g.e.super-s.) respectively ( see [12, 4, 20] ). Obviously, a
function u(x) is a g.e.s. of (1.1) if and only if u(x) is a g.e.sub-s. and g.e.super-s of
this equation simultaneously.

The theory of g.e.sub-s. (g.e.super-s.) plays an important role in the study of
conservation laws, especially in the case when the flux vector is only continuous
( see [12, 4, 20] ).

Denote by M̄loc(Ω) the space of Borel measures γ on Ω that are locally finite up
to the boundary ∂Ω, i.e. for any compact set K ⊂ Rn+1

Var γ(K ∩ Ω) <∞. (1.6)
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Here Var γ(A) is the variation of γ on a Borel set A, so Var γ is a nonnegative Borel
measure on Ω. We will consider M̄loc(Ω) as a locally convex space with topology
generated by semi-norms pK(γ) = Var γ(K ∩ Ω).

Now we introduce the notion of a quasi-solution of (1.1).

Definition 1.2. A function u = u(x) ∈ L∞(Ω) is called a quasi-solution ( a quasi-s.
for short ) of equation (1.1) if for some dense set F ⊂ R of values k

divxψk(u) = −γk in D
′(Ω), (1.7)

where γk = γk(x) ∈ M̄loc(Ω), and ψk(u) = sign (u−k)(f(u)−f(k)) is the Kruzhkov’s
entropy flux.

From (1.7) with k > ‖u‖∞ it follows that

divxf(u) = −γ in D
′(Ω), (1.8)

γ ∈ M̄loc(Ω). We underline that functions satisfying (1.7) generally are not g.s. of
original equation (1.1).

Without loss of generality we can assume that the set F from Definition 1.2 is
countable.

Remark 1.1. Definitions 1.1, 1.2 (as well as the definitions of g.e.sub-s. and g.e.super-
s.) remain valid without changes also for the case when the flux vector in (1.1)
depends on variables x ∈ Ω, f = f(x, u), and satisfies the assumption

divxf(x, k) = 0 in D
′(Ω) ∀k ∈ R. (1.9)

As we will demonstrate below, the class of quasi-solutions includes g.e.s. of (1.1)
as well as g.e.sub-s. and g.e.super-s. of this equation.

Denote by Hn the n-dimensional Hausdorff measure on ∂Ω. The main our result
is the following theorem

Theorem 1.1. Suppose a function u(x) is a quasi-s. of (1.1). Then there exists a
function u0 = u0(x) ∈ L∞(∂Ω) such that for each k ∈ R the normal component of
flux vector (ψk(u(x)), ~ν(x)) has the strong trace (ψk(u0(x)), ~ν(x)) at the boundary
∂Ω. This means that for any chart (U, ζ,Wrh)

ess lim
t→0

(ψk(u(t, y)), ~ν(t, y)) = (ψk(u0(y)), ~ν(y)) in L1(Vr), (1.10)

where u(t, y) = u(ζ−1(t, y)), ~ν(t, y) = ~ν(ζ−1(t, y)), and u0(y) = u0(ζ
−1(0, y)), ~ν(y) =

~ν(ζ−1(0, y)).
Besides, if for Hn-a.e. x ∈ ∂Ω the function u → (f(u), ~ν(x)) is not constant on

non-degenerate intervals then u0(x) is the strong trace of u(x).
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Remark, that the first result on existence of strong traces for g.e.s. of the equa-
tion ut+f(u)x = 0 on initial line t = 0 was established in [7] under the condition that
the flux function f(u) ∈ C1(R) is not affine on non-degenerate intervals. In multidi-
mensional case existence of the strong traces for g.e.s. of equation ut +divxf(u) = 0
was later proved in [26] under the assumptions that the flux f(u) ∈ C3(R,Rn)
and satisfies the following non-degeneracy condition: ∀ξ ∈ Rn \ {0} the function
u → (ξ, f ′(u)) is not constant on sets of positive Lebesgue measure. In [19] the
existence of strong traces on initial hyperplane t = 0 was proved for quasi-solutions
of the equation ut + divxϕ(u) = 0 without any restrictions on only continuous flux
vector ϕ(u) = (ϕ1(u), . . . , ϕn(u)). Recently in paper [13] the authors prove existence
of strong traces for g.e.s. of the equation ut + f(u)x = 0 on the boundary ∂Ω of a
plane domain Ω ⊂ R2 without non-degeneracy restrictions but under the regularity
assumption f(u) ∈ C2(R).

In the present paper we extend results of paper [19] to the case of an arbitrary
boundary ∂Ω. We keep the main scheme of the paper [19], utilizing the techniques
of H-measures and induction on the spatial dimension. Recall that the flux vector
is assumed to be only continuous. Our main result remains valid for more general
case of a locally Lipschitz-deformable boundary ∂Ω ( in the sense of [6] ) with the
same proof. We consider the case of C1 boundaries only to simplify the notations.

We underline that Theorem 1.1 allows to formulate boundary value problems
for (1.1) in the sense of Bardos, LeRoux & Nédélec [1]. For instance the Dirichlet
problem u|∂Ω = ub can be understood in the sense of the inequality: ∀k ∈ R

(sign (u− k) + sign (k − ub))(f(u) − f(k), ~ν) ≥ 0 on ∂Ω,

which is well defined due to existence of the strong traces of
sign (u− k)(f(u) − f(k), ~ν) and (f(u), ~ν).

1.1 Existence of the weak traces

Let ~v(x) ∈ L∞(Ω,Rn) be a bounded vector field on Ω. This field is called a diver-
gence measure field if div~v = γ ∈ M̄loc(Ω) in D′(Ω). From results by G.-Q. Chen
& H. Frid [6] it follows existence of the weak trace for normal component (~ν,~v) of
the field ~v at the boundary ∂Ω.

Proposition 1.1. Let ~v be a divergence measure field on Ω. Then there exists a
function v0(x) ∈ L∞(∂Ω) such that for any chart (U, ζ,Wrh)

ess lim
t→0

(~v(t, y), ~ν(t, y)) = v0(y) weakly-∗ in L∞(Vr),

where ~v(t, y) = ~v(ζ−1(t, y)), ~ν(t, y) = ~ν(ζ−1(t, y)), and v0(y) = v0(ζ
−1(0, y)).

The function v(x) will be called a weak normal trace of ~v. Applying this Theorem
to the fields ψk(u), where u = u(x) is a quasi-s. of (1.1), we derive the following
result.
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Theorem 1.2. Let u(x) be a quasi-s. of (1.1). Then for each k ∈ R there exists a
function v0k(x) ∈ L∞(∂Ω) being the weak normal trace of the field ψk(u(x)).

Proof. Let u = u(x) be a quasi-s. of (1.1), M = ‖u‖∞. If k ∈ F then by Defini-
tion 1.2 ψk(u(x)) is a divergence measure field and by Proposition 1.1 there exists
its weak normal trace v0k(x) ∈ L∞(∂Ω) that is for any boundary chart (U, ζ,Wrh)

(ψk(u(t, y)), ~ν(t, y)) → v0k(y) weakly-∗ in L∞(Vr) (1.11)

as t → 0 running a set Ek ⊂ (0, h) of full measure. Here u(t, y) = u(ζ−1(t, y)),

~ν(t, y) = ~ν(ζ−1(t, y)), v0k(y) = v0k(ζ
−1(0, y)). Let E =

⋂

k∈F

Ek. Since F is countable

the set E has full measure in (0, h) and limit relations (1.11) hold as t → 0, t ∈ E
for all k ∈ F simultaneously.

As easy to see, ‖ψk(u) − ψk′(u)‖∞ ≤ 2ω(|k − k′|), where

ω(δ) = sup{ |f(u1) − f(u2)| | u1, u2 ∈ [−M,M ], |u1 − u2| < δ }

is a continuity modulus of the vector f(u) on the segment [−M,M ]. This implies
that for any k, k′ ∈ R

|(ψk(u(t, y)), ~ν(t, y)) − (ψk′(u(t, y)), ~ν(t, y))| ≤

2ω(|k − k′|)|~ν(t, y)| ≤ Cω(|k − k′|), (1.12)

C = const. Relations (1.11), (1.12) implies in the limit as t→ 0, t ∈ E that

‖v0k(y) − v0k′(y)‖∞ ≤ Cω(|k − k′|) ∀k, k′ ∈ F (1.13)

and since ω(δ) → 0 as δ → 0, we find that the map k → v0k(y) ∈ L∞(Vr) is uniformly
continuous on F . Taking into account that F is dense in R the map k → v0k is
uniquely extended as a continuous map on the whole R. Thus, the functions v0k(y)
are defined for all real k and relation (1.13) remains valid already for all real k, k′.
From limit relation (1.11) and estimates (1.12), (1.13) it readily follows that (1.11) is
satisfied for all k ∈ R. Clearly, the weak limit v0k(x) ≡ v0k(ζ(x)) does not depend on
the choice of a boundary chart. This allows to define v0k(x) on the whole boundary
∂Ω and by the construction v0k(x) is the weak normal trace of the field ψ0k(u(x)).
The proof is complete.

1.2 Localization of the problem.

Since our result has local character we reformulate the problem in a coordinate neigh-
borhood U of a boundary point x̄ ∈ ∂Ω. More precisely, suppose that (U, ζ,Wrh) is
a canonical boundary chart, i.e. after rotating and shift of coordinate axes if neces-
sary x̄ = 0 and (t, y) = ζ(x) = (t(x), x′), t(x) = x0 − g(x′), x′ = (x1, . . . , xn), where
g ∈ C1(Vr), |∇g| ≤ const. Let u = u(x) ∈ L∞(U ∩Ω), and u(t, y) ∈ L∞((0, h)×Vr)
be the same function written in the coordinates (t, y) that is u(t, y) = u(ζ−1(t, y)).
We have the following statement.
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Theorem 1.3. If the function u(x) is a g.e.s, an i.s., a g.e.sub-s., a g.e.super-s, a
quasi-s. of equation (1.1) in Ω then the function u(t, y) is, respectively, a g.e.s., an
i.s., a g.e.sub-s, a g.e.super-s, a quasi-s. of the equation

ϕ0(y, u)t + divyϕ(u) = 0 (1.14)

in the domain W = (0, h) × Vr, where ϕ(u) = f̄(u) = (f1(u), . . . , fn(u)) ∈ Rn and

ϕ0(y, u) = f0(u) − (∇g(y), f̄(u)) = −(~ν(y), f(u)). (1.15)

Proof. Let h(x) ∈ C1
0(U ∩Ω) be a test function, h(t, y) be the same function written

in the variables (t, y) ∈ W . Then h(t, y) ∈ C1
0 (W ) and by the chain rule

hxi
(x) = −

∂g

∂xi

(y)ht(t, y) + hyi
(t, y), i = 1, . . . , n,

hx0
(x) = ht(t, y), (t, y) = ζ(x).

Using this relations and making the measure preserving change of variables (t, y) =
ζ(x), we obtain the identity

∫

Ω

(ψk(u(x)),∇xh(x))dx=

∫

Ω

sign (u(x)−k)(f(u)−f(k),∇xh(x))dx=
∫

Wrh

sign (u(t, y) − k)[(ϕ0(y, u(t, y))− ϕ0(y, k))ht(t, y) +

(ϕ(u(t, y))− ϕ(k),∇yh(t, y))]dtdy. (1.16)

Clearly, the functions h(t, y) runs the whole space C1
0(W ) while h(x) ∈ C1

0 (U ∩ Ω).
Therefore, u = u(x) is g.e.s of (1) if and only if for all k ∈ R

∂

∂t
[sign (u− k)(ϕ0(y, u(t, y))− ϕ0(y, k))] + divy[sign (u− k)(ϕ(u(t, y))− ϕ(k))] ≤ 0

in D′(W ), i.e. ( see Remark 1.1 ) u(t, y) is a g.e.s. of (1.14). Observe, that the
condition (1.9) from this Remark

ϕ0(y, k)t + divyϕ(k) = 0 in D
′(W ) ∀k ∈ R

is evidently satisfied. If u(x) is an i.s. of (1.1) then the same arguments yield that
u(t, y) is an i.s. of (1.14).

Finally, if u(x) is a quasi-s. of (1.1) then, by relation (1.16) again, ∀k ∈ F ,
h(t, y) ∈ C1

0(W )
∫

W

sign (u(t, y)− k)[(ϕ0(y, u(t, y))− ϕ0(y, k))ht(t, y) +

(ϕ(u(t, y))− ϕ(k),∇yh(t, y))]dtdy =

∫

Ω

h(x)dγk(x) =

∫

W

h(t, y)dγ̃k(t, y),
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γ̃k(t, y) being the image ζ∗γk|U under the map ζ . Thus, for all k ∈ F in D′(W )

∂

∂t
[sign (u−k)(ϕ0(y, u(t, y))−ϕ0(y, k))]+divy[sign (u−k)(ϕ(u(t, y))−ϕ(k))] = −γ̃k.

Clearly, γ̃k ∈ M̄loc(W ) and therefore u(t, y) is a quasi-s. of (1.14).
From identity (1.16) with sign replaced by sign +, sign − we derive that u(t, y)

is a g.e.sub-s or a g.e.super-s. together with u(x). The proof is complete.

For our aims it is only essential behavior of quasi-s. near the boundary ∂Ω. In
particular, the space M̄loc(W ) appearing in the definition of quasi-s. can be defined
as the space of Borel measures on W that are locally finite up to the ”essential part”
of the boundary laying in the hyperplane t = 0. Thus, the condition (1.6) has the
form:

Var γ(K ∩W ) <∞ (1.17)

for each compact set K ⊂Wrh = [0, h) × Vr.
Remark also that the function ϕ0(y, u) = −(f(u), ~ν(y)), where ~ν(y) is the normal

vector to the hyper-surface t(x) = t written in the coordinate (t, y) ( it does not
depend on t ). Thus, to prove Theorem 1.1 we have to establish that the functions

ψ0k(u(t, y)) = sign (u(t, y)− k)(ϕ0(y, u(t, y))− ϕ0(y, k)), k ∈ R,

where u(t, y) being a quasi-s. of (1.14), have strong traces at t = 0.
For equation (1.14) relation (1.7) has the form

ψ0k(y, u)t + divyψk(u) = −γk in D
′(W ), (1.18)

where
ψ0k(t, y, u) = sign (u− k)(ϕ0(y, u) − ϕ0(y, k)),

ψk(u) = sign (u− k)(ϕ(u) − ϕ(k)) ∈ Rn,

and u = u(t, y). Observe also that the analog of (1.8) is the relation

ϕ0(y, u)t + divyϕ(u) = −γ in D
′(W ). (1.19)

Now we demonstrate that g.e.s. as well as g.e.sub-s. and g.e.super-s. of (1.14) are
quasi-s. of this equation. Let us firstly show that a g.e.s. u(t, y) satisfies (1.18)
for all k ∈ R, moreover in this case γk ≥ 0. Indeed, as it follows from the known
representation of nonnegative distributions, ψ0k(y, u)t +divyψk(u) = −γk in D′(W ),
where γk is a nonnegative locally finite measure on W . We show that this measure is
locally finite up to the initial hyperplane t = 0, i.e. γk ∈ M̄loc(W ). For this, choose
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a function β(t) ∈ C1
0(R) such that supp β ⊂ [0, 1], β(t) ≥ 0,

∫

β(t)dt = 1 and set

for ν ∈ N

δν(t) = νβ(νt), θν(t) =

∫ t

0

δν(s)ds, (1.20)

so that θ′ν(t) = δν(t). Clearly, the sequence δν(t) converges as ν → ∞ to the Dirac
δ-measure in D

′(R) while the sequence θν(t) converges pointwise to the Heaviside
function

θ(t) =

{

0 , t ≤ 0,
1 , t > 0.

Let ρ(t, y) ∈ C1
0 (Wrh), ρ(t, y) ≥ 0. Applying the equality ψ0k(y, u)t + divyψk(u) =

−γk to the test function ρ(t, y)θν(t− t0) ∈ C1
0(W ), where t0 > 0, we derive that

∫

W

ρ(t, y)θν(t− t0)dγk(t, y) =

∫

W

ψ0k(y, u)ρ(t, y)δν(t− t0)dtdy +
∫

W

[ψ0k(y, u)ρt(t, y) + (ψk(u),∇yρ)]θν(t− t0)dtdy.

Supposing that t0 is a Lebesgue point of the function

t→

∫

Vr

ψ0k(y, u(t, y))ρ(t, y)dy,

we obtain, in the limit as ν → ∞, that
∫

(t0,h)×Vr

ρ(t, y)dγk(t, y) =

∫

Vr

ψ0k(y, u(t0, y))ρ(t0, y)dy +

∫

(t0,h)×Vr

[ψ0k(y, u)ρt(t, y) + (ψk(u),∇yρ)]dtdy ≤

∫

Vr

|ψ0k(y, u(t0, y))|ρ(t0, y)dy +

∫

W

[|ψ0k(y, u)| · |ρt| + |ψk(u)| · |∇yρ|]dtdy ≤ Cρ,

where the constant Cρ does not depend on t0 since u ∈ L∞(W ).
Passing to the limit as t0 → 0 we derive the estimate

∫

W

ρ(t, y)dγk(t, y) ≤ Cρ,

which implies, in view of arbitrariness of the nonnegative test function ρ(t, y) ∈
C1

0(Wrh), that the measure γk satisfies (1.17).
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The condition (1.18) is also satisfied for g.e.sub-s. (and g.e.super-s.) u(t, y).
Indeed, assume for definiteness that u = u(t, y) is a g.e.sub-s. of (1.14). Then, in
the same way as for g.e.s., we find that ∀k ∈ R

[sign +(u− k)(ϕ0(y, u)− ϕ0(y, k))]t + divy[sign +(u− k)(ϕ(u) − ϕ(k))] = −βk,

where βk ∈ M̄loc(W ), βk ≥ 0.
In particular, taking in this relation k < −‖u‖∞, we obtain that

ϕ0(y, u)t + divyϕ(u) = (ϕ0(y, u)− ϕ0(y, k))t + divy(ϕ(u) − ϕ(k)) = −β

in D
′(W ), where β ∈ M̄loc(W ), β ≥ 0. Taking into account that

ψ0k(t, y, u) = (2sign +(u− k) − 1)(ϕ0(y, u) − ϕ0(y, k)),

ψk(u) = (2sign +(u− k) − 1)(ϕ(u) − ϕ(k)),

we derive the equality ψ0k(y, u)t + divyψk(u) = −(2βk − β) that is (1.18) is satisfied
for all k ∈ R.

Extending ∇g(y) from a ball |y| ≤ ρ < r as a continuous bounded nonzero
vector on the whole space Rn, we can consider equation (1.14) in the half space
Π = R+ × Rn. If u = u(t, y) is a quasi-s. of (1.14) in W1 = (0, h) × Vρ then we can
extend this function as a quasi-s. in Π. For instance, one can set u(t, y) = 0 for
(t, y) /∈W1. Then, as easily follows from the generalized Gauss-Green formula ( see
[6] ), for each k ∈ F , g = g(t, y) ∈ C1

0(Π)

∫

Π

[ψ0k(y, u)gt(ψk(u),∇yg)]dtdy =

∫

g(t, y)dγk(t, y) +

∫

S′

αk(t, y)g(t, y)dH
n(t, y),

where S ′ = ((0, h) × Sρ) ∪ ({h} × Vρ), Sρ = ∂Vρ is a sphere |y| = ρ, αk(t, y) =
α1k(t, y)−α0k(t, y), where α1k(t, y) is a weak normal trace of the divergence measure

field ~ψ(y, u) = (ψ0k(y, u), ψk(u)), u = u(t, y) at S ′ ( in the sense of [6] ), while

α0k(t, y) = (~ψ(y, 0), ~n(t, y)), ~n being the outward unit normal vector on S ′. This
relation shows that for all k ∈ F

(ψ0k(y, u))t + divyψk(u) = −γk − βk,

where the measure βk, defined by the relation 〈g, βk〉 =
∫

S′
αk(t, y)g(t, y)dH

n(t, y),
evidently lays in M̄loc(Π), as well as the measure γk.

Hence the extended functions u(t, y) is a quasi-s. of (1.14) in the whole half-space
Π.

We have reduced our problem to the model case of equation (1.14) in Π. In this
case our main result have the following form
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Theorem 1.4. If u(t, y) ∈ L∞(Π) is a quasi-s. of (1.14) then there exists a function
u0(y) ∈ L∞(Rn) such that for all k ∈ R

ess lim
t→0

ψ0k(y, u(t, y)) = ψ0k(y, u0(y)) in L1
loc(R

n).

By Theorem 1.2 there exist the weak traces v0k(y) of ψ0k(y, u(t, y)) on the initial
hyperplane t = 0.

In the simple case of the plane boundary the proof of existence of the weak traces
can be simplified. For completeness, we give below the proof, independent of results
of Proposition 1.1.

Suppose u = u(t, y) ∈ L∞(Π) is a quasi-s. of (1.14). We denote

E = { t ∈ R+ | (t, y) is a Lebesgue point of

u(t, y) for a.e. y ∈ Rn }. (1.21)

Obviously, E is the set of full measure in R+. We have the following proposition:

Proposition 1.2. There exists functions v0k(y) ∈ L∞(Rn) such that ψ0k(·, u(t, ·)) →
v0k weakly-∗ in L∞(Rn) as t→ 0, t ∈ E.

Proof. Fix k ∈ F . Clearly, ∀t ∈ E ‖ψ0k(·, u(t, ·))‖∞ ≤ const and we can find a
sequence tm ∈ E, m ∈ N, tm →

m→∞
0 and a function v0k(y) ∈ L∞(Rn) such that

ψ0k(y, u(tm, y)) → v0k(y) weakly-∗ in L∞(Rn) as m→ ∞.
If τ ∈ E then tm < τ for large enough m. We fix such tm < τ and set χν(t) =

θν(t− tm)− θν(t− τ), where the sequence θν(t), ν ∈ N was defined above in (1.20).
Let h(y) ∈ C1

0 (Rn). Then for large enough ν ∈ N the function h(y)χν(t) ∈
C1

0(Π). Applying relation (1.18) to this test function, we obtain, after simple trans-
forms, that

∫ +∞

0

(
∫

Rn

ψ0k(y, u(t, y))h(y)dy

)

δν(t− τ)dt−

∫ +∞

0

(
∫

Rn

ψ0k(y, u(t, y))h(y)dy

)

δν(t− tm)dt =

∫

Π

(ψk(u),∇yh)χν(t)dtdy −

∫

Π

h(y)χν(t)dγk(t, y). (1.22)

Passing in (1.22) to the limit as ν → ∞ and taking into account that tm, τ ∈ E are

Lebesgue points of the function I(t) =

∫

Rn

ψ0k(y, u(t, y))h(y)dy, and also that the

sequence χν(t) converges pointwise to the indicator function of the interval (tm, τ ]
and is bounded, we derive the equality

I(τ) − I(tm) =

∫

(tm,τ ]×Rn

(ψk(u),∇yh)dtdy −

∫

(tm,τ ]×Rn

h(y)dγk(t, y),
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which implies in the limit as m→ ∞ that

I(τ) − I(0+) =

∫

Rn

ψ0k(y, u(τ, y))h(y)dy−

∫

Rn

v0k(y)h(y)dy =
∫

(0,τ ]×Rn

(ψk(u),∇yh)dtdx−

∫

(0,τ ]×Rn

h(y)dγk(t, y) →
τ→0

0, (1.23)

i.e. ∀h(x) ∈ C1
0 (Rn)

∫

Rn

ψ0k(y, u(τ, y))h(y)dy →
τ→0

∫

Rn

v0k(y)h(y)dy.

This, together with boundedness of u(τ, ·), τ ∈ E and density of C1
0 (Rn) in L1(Rn),

implies that for each k ∈ F

ψ0k(·, u(t, ·)) → v0k weakly-∗ in L∞(Rn) as t→ 0, t ∈ E. (1.24)

Since the map k → ψ0k(y, u) ∈ C(Rn × I) is continuous, where I = [−M,M ], M =
‖u‖∞, then repeating the arguments from the proof of Theorem 1.2, we conclude
that (1.24) remains valid for all k ∈ R. The proof is complete.

2 Preliminaries

2.1 Measure valued functions

Below we will frequently utilize results of the theory of measure valued functions.
Recall ( see [9, 24] ) that a measure valued function on a domain Ω ⊂ RN is

a weakly measurable map x→ νx of the set Ω into the space of Borel probability
measures having compact supports on R. Weak measurability of νx means that for
any continuous function f(λ) the function

x→ 〈f(λ), νx(λ)〉 =

∫

f(λ)dνx(λ)

is Lebesgue measurable on Ω.
A measure valued function νx is said to be bounded if there is a constant M > 0

such that supp νx ⊂ [−M,M ] for a.e. x ∈ Ω. The minimal of such M will be
denoted by ‖νx‖∞.

Finally, measure valued functions of the kind νx(λ) = δ(λ− u(x)), where δ(λ−
u) = δu(λ) is the Dirac measure at the point u, are called regular and they are
identified with the corresponding functions u(x). Thus, the set MV(Ω) of bounded
measure valued functions on Ω includes the space L∞(Ω).

Remark 2.1. As was demonstrated in [15], for νx ∈ MV(Ω) measurability of the
functions x→ 〈f(λ), νx(λ)〉 remains valid for all Borel functions f(λ).
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We shall use also the following notions:

Definition 2.1. Suppose νm
x ∈ MV(Ω), m ∈ N; νx ∈ MV(Ω). We shall say that

1) the sequence νm
x is bounded if for some constantM > 0 ‖νm

x ‖∞ ≤M ∀m ∈ N;
2) the sequence νm

x converges to νx weakly if

∀f(λ) ∈ C(R) 〈f(λ), νm
x (λ)〉 →

m→∞
〈f(λ), νx(λ)〉 weakly-∗ in L∞(Ω);

3) the sequence νm
x converges to νx strongly if

∀f(λ) ∈ C(R) 〈f(λ), νm
x (λ)〉 →

m→∞
〈f(λ), νx(λ)〉 in L1

loc(Ω).

Remark 2.2. If a bounded sequence νm
x converges to νx weakly (strongly) then

〈f(x, λ), νm
x (λ)〉 →

m→∞
〈f(x, λ), νx(λ)〉 weakly-∗ in L∞(Ω) (respectively, - in L1

loc(Ω)

for each function f(x, λ) ∈ C(Ω × R), which is bounded on sets Ω × I for each
segment I ⊂ R. This easily follows from the fact that f(x, λ) can be uniformly on

any compact approximated by functions of the form
l

∑

i=1

αi(x)βi(u), αi(x) ∈ C(Ω),

βi(u) ∈ C(R), i = 1, . . . , l.

Measure valued functions naturally arise as weak limits of bounded sequences in
L∞(Ω) in the sense of the following theorem of Tartar ( see [24] ).

Theorem 2.1. Let um(x) ∈ L∞(Ω), m ∈ N be a bounded sequence. Then there
exist a subsequence ur(x) and a measure valued function νx ∈ MV(Ω) such that
ur(x) → νx weakly. This means that

∀f(λ) ∈ C(R) f(ur) →
m→∞

〈f(λ), νx(λ)〉 weakly-∗ in L∞(Ω)

that is the sequence of regular measure valued functions νr
x = δ(λ−ur(x)), identified

with ur, converges weakly to νx.
Besides, νx is regular, i.e. νx = δ(λ − u(x)) if and only if ur(x) →

r→∞
u(x) in

L1
loc(Ω) that is νr

x → νx strongly.

More generally, the following statement on weak precompactness of bounded set
of measure valued functions is valid ( see [16] ).

Theorem 2.2. Let νm
x be a bounded sequence of measure valued functions. Then

there exist a subsequence νr
x(x) and a measure valued function νx ∈ MV(Ω) such

that νr
x → νx weakly as r → ∞.

Corollary 2.1. Suppose a bounded sequence νm
x ∈ MV(Ω) weakly converges to

νx ∈ MV(Ω), and a function p(x, λ) ∈ C(Ω × R), bounded on sets Ω × I for each
segment I ⊂ R, is such that p(x, λ) ≡ um(x) on supp νm

x for a.e. x ∈ Ω. Then
um(x) → u(x) = 〈p(x, λ), νx(λ)〉 weakly-∗ in L∞(Ω), and um(x) →

m→∞
u(x) in L1

loc(Ω)

if and only if p(x, λ) ≡ const = u(x) on supp νx for a.e. x ∈ Ω.

12



Proof. Clearly, um(x) = 〈p(x, λ), νm
x (λ)〉 ∈ L∞(Ω). Denote by p(x, ·)∗νx the image

of measure νx under the map λ → p(x, λ). Obviously, x → p(x, ·)∗νx is a bounded
measure valued function on Ω. From the relation ( see Remark 2.2 )

f(um(x)) = 〈f(p(x, λ)), νm
x (λ)〉 →

m→∞
〈f(p(x, λ)), νx(λ)〉 = 〈f(λ), p(x, ·)∗νx(λ)〉

∀f(λ) ∈ C(R) it follows that the the sequence um(x) converges weakly to the mea-
sure valued function p(x, λ)∗νx, and in particular, um(x) → u(x) = 〈p(x, λ), νx(λ)〉
weakly-∗ in L∞(Ω). By Theorem 2.1 this convergence is strong if and only if
p(x, ·)∗νx(λ) = δ(λ − u(x)) for a.e. x ∈ Ω. Since the latter is equivalent to the
condition p(x, λ) ≡ u(x) on supp νx, the proof is complete.

We also need the following simple result

Lemma 2.1. Let νm
x , ν̃

m
x , m ∈ N be bounded sequences on Ω, which converge weakly

to the measure valued functions νx, ν̃x, respectively. Then, for each p(λ, µ) ∈ C(R2)

∫∫

p(λ, µ)dνm
x (λ)dν̃m

y (µ) →
m→∞

∫∫

p(λ, µ)dνx(λ)dν̃y(µ) (2.1)

weakly-∗ in L∞(Ω × Ω).

Proof. Suppose firstly that p(λ, µ) = p1(λ)p2(µ), p1, p2 ∈ C(R). Since the variables
x, y are independent we have

∫∫

p(λ, µ)dνm
x (λ)dνm

y (µ) = 〈p1(λ), νm
x (λ)〉〈p2(µ), ν̃m

y (µ)〉 →
m→∞

〈p1(λ), νx(λ)〉〈p2(µ), ν̃y(µ)〉 =

∫∫

p(λ, µ)dνx(λ)dν̃y(µ)

weakly-∗ in L∞(Ω × Ω), as required. Certainly, this relation remains true also for
the functions p(λ, µ) represented as linear combinations of functions of the kind
p1(λ)p2(µ). In particular (2.1) is valid for polynomials p(λ, µ). Since polynomials
are dense in C(R × R) we conclude that relation (2.1)
is satisfied for general p(λ, µ).

2.2 Some properties of isentropic solutions

Fix some segment I = [−M,M ], M > 0 and denote by L ⊂ C(I) the subspace of
constant functions on I, and by C(I)/L the corresponding factor space. Consider
also the space BV (I) consisting of continuous from the left functions, which have
locally bounded variation. If η(u) ∈ BV (I) then η′(u) = dη(u) in the sense of
distributions, where dη(u) is a Radon measure of finite variation on I ( the Stieltjes
measure generated by η(u) ), and Var η = Var dη(I). Let us define the linear
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operator Tη : C(I)/L → C(I)/L such that, up to an additive constant ( i.e. in the
space C(I)/L )

Tηf(u) = f(u)η(u)−

∫

[−M,u)

f(s)dη(s) =

∫

[−M,u)

(f(u) − f(s))dη(s) + f(u)η(−M). (2.2)

From the representation Tηf =
∫

[−M,u)
(f(u) − f(s))dη(s) + f(u)η(−M) it easily

follows that the function Tηf is continuous and Tηf1 − Tηf2 = const whenever
f1 − f2 = const. Thus, the operator Tη is well-defined on C(I)/L. It is easy to see
that

‖Tηf(u)‖∞ ≤ ‖f(u)‖∞[|η(−M)| + Var η],

which shows that the operator Tη is continuous. In the case f(u) ∈ C1(I), inte-
grating by parts in (2.2), we obtain that Tηf is uniquely defined in C(I)/L by the
equality

(Tηf)′(u) = η(u)f ′(u) in D
′((−M,M)). (2.3)

If η1, η2 ∈ BV (I) when the product η1η2 ∈ BV (I) as well and

Tη1
Tη2

= Tη1η2
. (2.4)

Indeed, if f ∈ C1(I) when the equality Tη1
Tη2

f = Tη1η2
f directly follows from (2.3).

Since C1(I) is dense in C(I) and operators Tη are continuous we conclude that this
equality holds for all f ∈ C(I) ( modulo L, of course ) and identity (2.4) is satisfied.

Taking η = θ(u) =

{

−1 , u ≤ k,
1 , u > k

with k ∈ I we derive that Tηf = fk(u) =

sign (u− k)(f(u) − f(k)). The following Lemma shows that for general η ∈ BV (I)
the function Tηf(u) is generated by the functions fk(u).

Lemma 2.2. Let η(u) ∈ BV (I). Then ∀f(u) ∈ C(I)/L

Tηf(u) =
1

2

∫

[−M,M)

sign (u− k)(f(u) − f(k))dη(k) + Af(u), (2.5)

A = const = (η(M) + η(−M))/2

on the segment [−M,M ], up to an additive constant.

Proof. Revealing the integral in the right-hand side of (2.5) and taking into account
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representation (2.2), we obtain
∫

[−M,M)

sign (u− k)(f(u) − f(k))dη(k) =

∫

[−M,u)

(f(u) − f(k))dη(k) −

∫

[u,M)

(f(u) − f(k))dη(k) =

2

∫

[−M,u)

(f(u) − f(k))dη(k) −

∫

[−M,M)

(f(u) − f(k))dη(k) =

2

∫

[−M,u)

(f(u) − f(k))dη(k) − (η(M) − η(−M))f(u) + const =

2Tηf(u) − 2Af(u) + const

and (2.5) follows.

Lemma 2.3. Let I = [−M,M ], ϕ(u) ∈ C(R), ψk(u) = sign (u − k)(ϕ(u) − ϕ(k)),
vk ∈ R, k ∈ R. Then the set

C = { u ∈ I | ∀k ∈ R ψk(u) = vk }

is closed and connected. In particular if C 6= ∅ then C is a segment [a, b] ⊂ I.

Proof. Since all functions ψk(u) are continuous the set C is closed. To prove that
this set is connected, take points u1, u2 ∈ C, u1 < u2. We have to show that
[u1, u2] ⊂ C. Since for fixed a ≤ −M ϕ(u) = ψa(u) + ϕ(a) we see that ϕ(u1) =
ϕ(u2) = v = va + ϕ(a). Then ∀k ∈ [u1, u2]

vk = ψk(u1) = ϕ(k) − ϕ(u1) = ψk(u2) = ϕ(u2) − ϕ(k),

which immediately implies that ϕ(k) = v ∀k ∈ [u1, u2]. Thus, ϕ(u) ≡ v on [u1, u2].
From this it follows that ψk(u) ≡ ψk(u1) = vk on the segment [u1, u2] for all k ∈ R.
Hence, [u1, u2] ⊂ C and the set C is connected.

Now, we consider the equation

ϕ0(u)t + divyϕ(u) = 0, u = u(t, y), (t, y) ∈ Π = R+ × Rn. (2.6)

Here ϕ0(u) ∈ C(R), ϕ(u) = (ϕ1(u), . . . , ϕn(u)) ∈ C(R,Rn).
We are going to prove that the statement of Theorem 1.4 is valid for isentropic

solutions of (2.6), more precisely - for measure valued i.s.

Definition 2.2. A bounded measure valued function νt,y on the half-space Π is
called a measure valued isentropic solution of (2.6) if for all k ∈ R

∂

∂t
〈ψ0k(λ), νt,y(λ)〉 + divy〈ψk(λ), νt,y(λ)〉 = 0 in D

′(Π), (2.7)

where ψ0k(λ) = sign (λ−k)(ϕ0(λ)−ϕ0(k)), ψk(λ) = sign (λ−k)(ϕ(λ)−ϕ(k)) ∈ Rn

is the Kruzhkov entropy flux.
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Obviously, a regular measure valued function νt,y(λ) = δ(λ−u(t, y)) is a measure
valued i.s. of (2.6) if and only if the function u(t, y) is a ”usual” i.s. of this equation.
Remark also that, as follows from (2.7) with k > ‖νt,y‖∞, any measure valued i.s.
νt,y satisfies the equality

∂

∂t
〈ϕ0(λ), νt,y(λ)〉 + divy〈ϕ(λ), νt,y(λ)〉 = 0 in D

′(Π). (2.8)

Proposition 2.1. If νt,y ∈ MV(Π) is a measure valued i.s. of (2.6), ‖νt,y‖∞ ≤ M
then it is a measure valued i.s. of equations

(Tηϕ0(u))t + divyTηϕ(u) = 0 ∀η(u) ∈ BV ([−M,M ]).

Proof. Let I = [−M,M ]. By Lemma 2.2 ∀λ ∈ I

Tηϕ0(λ) =
1

2

∫

[−M,M)

ψ0k(λ)dη(k) + Aϕ0(λ),

Tηϕ(λ) =
1

2

∫

[−M,M)

ψk(λ)dη(k) + Aϕ(λ),

where A = const. Taking into account (2.7), (2.8), we see that in the sense of
distributions

〈Tηϕ0(λ), νt,y(λ)〉t + divy〈Tηϕ(λ), νt,y(λ)〉 =
∫

[−M,M)

{

〈ψ0k(λ), νt,y(λ)〉t + divy〈ψk(λ), νt,y(λ)〉
}

dη(k) +

A
{

〈ϕ0(λ), νt,y(λ)〉t + divy〈ϕ(λ), νt,y(λ)〉
}

= 0 (2.9)

for each η(u) ∈ BV (I). Let η(u) ∈ BV (I), k ∈ R. Denote

ψ0(λ) = Tηϕ0(λ), ψ(λ) = Tηϕ(λ) ∈ Rn.

By identity (2.4), we have that, up to additive constants,

sign (λ− k)(ψ0(λ) − ψ0(k)) = Tθηϕ0(λ), sign (λ− k)(ψ(λ) − ψ(k)) = Tθηϕ(λ),

where θ(u) =

{

−1 , u ≤ k,
1 , u > k

. Therefore

∂

∂t
〈sign (λ− k)(ψ0(λ) − ψ0(k)), νt,y(λ)〉 + divy〈sign (λ− k)(ψ(λ) − ψ(k)), νt,y(λ)〉 =

〈Tθηϕ0(λ), νt,y(λ)〉t + divy〈Tθηϕ(λ), νt,y(λ)〉 = 0 in D
′(Π)

in view of (2.9). Since k ∈ R is arbitrary, νt,y is a measure valued i.s. of the equation

ψ0(u)t + divyψ(u) = 0,

as was to be proved.
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No we can prove the following assertion on existence of strong traces for measure
valued i.s.

Theorem 2.3. Let νt,y be a measure valued i.s. of (2.6) such that for a.e. (t, y) ∈ Π
and all k ∈ R functions ψ0k(λ) ≡ vk(t, y) on supp νt,y. Then there exist trace
functions v0k(y) ∈ L∞(Rn) such that

ess lim
t→0

vk(t, ·) = v0k in L1
loc(R

n) ( strongly ).

Proof. We deduce from Lemma 2.3 that ψ0k(λ) ≡ vk(t, y) also on the convex hull
Co supp νt,y of supp νt,y. Define the set of full measure

E = { t ∈ R+ | (t, y) is a Lebesgue point of the functions

(t, y) → 〈p(λ), νt,y〉 for a.e. y ∈ Rn and all p(λ) ∈ C(R) }.

From the fact that the space C(R) is separable it easily follows that the set of
common Lebesgue points of the functions (t, y) → 〈p(λ), νt,y〉 has full measure on
Π, which directly implies that E ⊂ R+ is a set of full measure, as required. Taking
p(λ) = ϕ0(λ), ψ0k(λ), we conclude that for t ∈ E for a.e. y ∈ Rn points (t, y) are
Lebesgue points of functions v(t, y) = 〈ϕ0(λ), νt,y(λ)〉, vk(t, y) = 〈ψ0k(λ), νt,y(λ)〉,
k ∈ R. From the relation

vt + divyw = 0 in D
′(Π), where w = w(t, y) = 〈ϕ(λ), νt,y(λ)〉 ∈ Rn

it follows, in correspondence with Proposition 1.1, that the function v(t, y) have the
weak trace v0(y) ∈ L∞(Rn), namely v(t, ·) → v0 weakly-∗ in L∞(Rn) as t → 0,
t ∈ E.

Obviously, for each τ ∈ E the measure valued function ντ
y = ντ,y ∈ MV(Rn) is

well-defined, due to the relation

〈p(λ), ντ
y (λ)〉 = 〈p(λ), ντ,y(λ)〉

on the set of full measure consisting of y ∈ Rn such that (τ, y) is a common Lebesgue
point of all functions (t, y) → 〈p(λ), νt,y〉. Moreover, ‖ντ

y ‖∞ ≤ M = ‖νt,y‖∞. By
Theorem 2.2 we can choose a sequence tm ∈ E, m ∈ N such that tm → 0 and
the bounded sequence of measure valued functions νm

y = νtm,y converges weakly as
m→ ∞ to some measure valued function ν0,y ∈ MV(Rn).

We have to prove that the trace v0 is strong, i.e. v(t, ·) → v0 in L1
loc(R

n) as
t→ 0, t ∈ E. We firstly establish that v(tm, ·) → v0 in L1

loc(R
n) as m→ ∞.

To do this, we apply the measure valued variant of the Kruzhkov method of
doubling variables ( like in [15], Theorem 2.3 ).

By relations (2.7) for all µ ∈ R

∂

∂t
[sign (v−µ)(ϕ0(v)−ϕ0(µ))]+divy

∫

sign (λ−µ)(ϕ(λ)−ϕ(µ))dνt,y(λ) = 0 in D
′(Π).
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Integrating this relation applied to a test function g = g(t, y; s, z) ∈ C1
0 (Π × Π)

firstly over the measure νs,z(µ) and then over (s, z), we readily obtain that

∂

∂t
[sign (v(t, y) − v(s, z))(ϕ0(v(t, y))− ϕ0(v(s, z)))] +

divy

∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνs,z(µ) = 0 in D
′(Π × Π). (2.10)

Here we take into account that

sign (v − µ)(ϕ0(v) − ϕ0(µ)) ≡ sign (v − v(s, z))(ϕ0(v) − ϕ0(v(s, z)))

on supp νs,z(µ) for a.e. (s, z) ∈ Π.
Analogously, changing the places of the variables λ and µ, (t, y) and (s, z), we

find

∂

∂s
[sign (v(t, y)− v(s, z))(ϕ0(v(t, y)) − ϕ0(v(s, z)))] +

divz

∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνs,z(µ) = 0 in D
′(Π × Π). (2.11)

Combining (2.10) and (2.11) we arrive at the relation: in D′(Π × Π)
(

∂

∂t
+

∂

∂s

)

[sign (v(t, y) − v(s, z))(ϕ0(v(t, y))− ϕ0(v(s, z)))] +

(divy+ divz)

∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνs,z(µ) = 0. (2.12)

Now we choose a function β(t) ∈ C1
0 (R) such that supp β ⊂ [0, 1], β(t) ≥ 0,

∫

β(t)dt = 1 and set, as in (1.20), for ν ∈ N δν(t) = νβ(νt), θν(t) =

∫ t

0

δν(s)ds, so

that θ′ν(t) = δν(t). Recall that the sequence δν(t) converges as ν → ∞ to the Dirac
δ-measure in D′(R) while the sequence θν(t) converges pointwise to the Heaviside
function. Let f(t, y, z) ∈ C1

0(R+ ×Rn ×Rn), g(t, y; s, z) = δν(s− t)f(t, y, z), ν ∈ N.
It is clear that g(t, y; s, z) ∈ C1

0 (Π×Π). Applying relation (2.12) to this test function
and making simple transformations, we find

∫

Π×Π

[

sign (v(t, y)− v(s, z))(ϕ0(v(t, y)) − ϕ0(v(s, z)))ft +

(
∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνs,z(µ), (∇y + ∇z)f

)]

dydz ×

δν(s− t)dsdt = 0
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Passing in this relation to the limit as ν → ∞ we derive
∫

R+×Rn×Rn

[

sign (v(t, y)− v(t, z))(ϕ0(v(t, y)) − ϕ0(v(t, z)))ft +

(
∫∫

sign (λ−µ)(ϕ(λ)−ϕ(µ))dνt,y(λ)dνt,z(µ), (∇y+∇z)f

)]

dydzdt=0 (2.13)

for each f(t, y, z) ∈ C1
0 (R+ × Rn × Rn), i.e. in D

′(R+ × Rn × Rn)

∂

∂t
[sign (v(t, y)− v(t, z))(ϕ0(v(t, y))− ϕ0(v(t, z)))] +

(divy + divz)

∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνt,z(µ) = 0.

Let h(y, z) ∈ C1
0(R

n × Rn), τ ∈ E, and f(t, y, z) = χν(t)h(y, z), where χν(t) =
θν(t− tm) − θν(t− τ), ν,m ∈ N, tm < τ .

Taking in (2.13) the test function f , we obtain the relation
∫

R+

∫

Rn×Rn

sign (v(t, y)− v(t, z))(ϕ0(v(t, y)) − ϕ0(v(t, z)))h(y, z)dydz ×

(δν(t− tm) − δν(t− τ))dt+

∫

R+×Rn×Rn

(
∫∫

sign (λ− µ)×

(ϕ(λ) − ϕ(µ))dνt,y(λ)dνt,z(µ), (∇y + ∇z)h

)

χν(t)dydzdt = 0

Passing in this relation to the limit as ν → ∞ and taking into account that t ∈ E

are Lebesgue points of the function t →

∫

Rn×Rn

sign (v(t, y) − v(t, z))(ϕ0(v(t, y)) −

ϕ0(v(t, z)))h(y, z)dydz and that χν(t) converges point-wise to the indicator function
of (tm, τ ], we obtain

∫

Rn×Rn

sign (v(tm, y)−v(tm, z))(ϕ0(v(tm, y))−ϕ0(v(tm, z)))h(y, z)dydz

−

∫

Rn×Rn

sign (v(τ, y)− v(τ, z))(ϕ0(v(τ, y)) − ϕ0(v(τ, x)))h(y, z)dydz

+

∫

(tm,τ ]×Rn×Rn

(
∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνt,z(µ),

(∇y + ∇z)h

)

dydzdt = 0. (2.14)
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By Lemma 2.1

sign (v(tm, y) − v(tm, z))(ϕ0(v(tm, y)) − ϕ0(v(tm, z))) =
∫∫

sign (λ− µ)(ϕ0(λ) − ϕ0(µ))dνm
y (λ)dνm

z (µ)

→
m→∞

∫∫

sign (λ− µ)(ϕ0(λ) − ϕ0(µ))dν0y(λ)dν0z(µ)

weakly-∗ in L∞(Rn × Rn) and from (2.14) it follows, in the limit as m→ ∞, that
∫

Rn×Rn

(
∫∫

sign (λ− µ)(ϕ0(λ) − ϕ0(µ))dν0y(λ)dν0z(µ)

)

h(y, z)dydz

=

∫

Rn×Rn

sign (v(τ, y) − v(τ, z))(ϕ0(v(τ, y))− ϕ0(v(τ, z)))h(y, z)dydz

−

∫

(0,τ ]×Rn×Rn

(
∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνt,z(µ),

(∇y + ∇z)h

)

dydzdt. (2.15)

Now we choose the function h in the form h(y, z) = ρ(y)δ̄ν(y− z), with δ̄ν(y− z) =
n

∏

i=1

δν(zi − yi), ρ(y) ∈ C1
0(R

n). Taking this function in (2.15), we find

∫

Rn×Rn

(
∫∫

sign (λ− µ)(ϕ0(λ) − ϕ0(µ))dν0y(λ)dν0z(µ)

)

ρ(y)δ̄ν(y − z)dydz =

∫

Rn×Rn

sign (v(τ, y) − v(τ, z))(ϕ0(v(τ, y))− ϕ0(v(τ, z)))ρ(y)δ̄ν(y − z)dydz −

∫

(0,τ ]×Rn×Rn

(
∫∫

sign (λ−µ)(ϕ(λ)−ϕ(µ))dνt,y(λ)dνt,z(µ),∇yρ

)

δ̄ν(y−z)dydzdt.

Passing to the limit as ν → ∞, we derive that for all τ ∈ E
∫

Rn

(
∫∫

sign (λ− µ)(ϕ0(λ) − ϕ0(µ))dν0y(λ)dν0y(µ)

)

ρ(y)dy =

−

∫

(0,τ ]×Rn

(
∫∫

sign (λ− µ)(ϕ(λ) − ϕ(µ))dνt,y(λ)dνt,y(µ),∇yρ

)

dydt

and in the limit at τ → 0 this implies that
∫

Rn

(
∫∫

sign (λ− µ)(ϕ0(λ) − ϕ0(µ))dν0y(λ)dν0y(µ)

)

ρ(y)dy = 0.

As ρ(y) ∈ C1
0(R

n) is arbitrary, we conclude that for a.e. y ∈ Rn

∫∫

sign (λ− µ)(ϕ0(λ) − ϕ0(µ))dν0y(λ)dν0y(µ) = 0. (2.16)

20



In view of Proposition 2.1 one could replace equation (2.6) by the equation

(Tηϕ0(u))t + divyTηϕ(u) = 0, η(u) ∈ BV ([−M,M ])

and relation (2.16) yields
∫∫

sign (λ− µ)(Tηϕ0(λ)− Tηϕ0(µ))dν0y(λ)dν0y(µ) = 0 for a.e. y ∈ Rn. (2.17)

Since the space C(I × I) is separable and integrands in (2.17) generate a subspace
of C(I × I), we can choose a set of full measure D ⊂ Rn such that for y ∈ D
supp ν0y ⊂ [−M,M ] and (2.17) is satisfied for all η(u) ∈ BV (I). Fix y ∈ D and
denote ν = ν0y, [a, b] = Co supp ν. We are going to show that ϕ0(λ) ≡ const on
[a, b]. Assuming the contrary, we can find a point c ∈ (a, b) such that ϕ0(λ) 6≡ const
on any segment [c, d], c < d < b ( otherwise, ϕ0(I) is at most countable and
therefore ϕ0(λ) ≡ const on I ). Hence, there exists a sequence cr, r ∈ N such that
c < cr+1 < cr < b ∀r ∈ N, cr → c as r → ∞, and

|ϕ0(cr) − ϕ0(c)| = max
u∈[c,cr]

|ϕ0(u) − ϕ0(c)| > 0. (2.18)

Denote hr = ϕ0(cr) − ϕ0(c) and set ηr(u) =
1

hr

χ(c,cr](u), where χ(c,cr](u) is the

indicator function of (c, cr]. It is clear that ηr ∈ BV (I) and

ψr(u) = Tηr
ϕ0(u) =







0 , u ≤ c,
(ϕ0(u) − ϕ0(c))/hr , c < u ≤ cr,
1 , u > cr.

(2.19)

Observe that, up to an additive constant, ψr(u) = (ψ0c(u) − ψ0cr
(u))/(2hr). As

follows from (2.18), |ψr(u)| ≤ 1 and obviously the sequence ψr converges point-wise
to the Heaviside function ψ(u) = θ(u − c). Taking in (2.17) η = ηr and passing to
the limit as r → ∞, we find

0 =

∫∫

sign (λ− µ)(ψ(λ) − ψ(µ))dν(λ)dν(µ) =
∫∫

λ≤c<µ

dν(λ)dν(µ) +

∫∫

µ≤c<λ

dν(λ)dν(µ) = 2ν([a, c])ν((c, b]).

But, [a, b] is the smallest segment containing supp ν, which implies that
ν([a, c])ν((c, b]) > 0. The obtained contradiction shows that ϕ0(λ) ≡ C = const
on [a, b]. Thus, for a.e. y ∈ Rn ϕ∗

0ν0y(λ) is the Dirac measure ( as is easy to see,
it is the Dirac measure at the point v0(y) ) and by Corollary 2.1, v(tm, ·) →

m→∞
v0 in

L1
loc(R

n), as was to be proved. By Proposition 2.1 we can replace ϕ0(u) by ψ0k(u) and
thus conclude that the functions ψ0k(u(tm, ·)) → v0k in L1

loc(R
n) as m→ ∞. Finally,

since the limit functions v0k do not depend on the choice of the sequence tm ∈ E
with the prescribed above properties, this easily implies that ψ0k(u(t, ·)) → v0k in
L1

loc(R
n) as t→ 0, t ∈ E. The prove is complete.
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2.3 One criterion of existence of the strong traces

As was shown in Proposition 1.2, there exist weak traces v0k(y) ∈ L∞(Rn) of
ψ0k(y, u(t, y)) = sign (u − k)(ϕ0(y, u) − ϕ0(y, k)), where u = u(t, y) is a quasi-s. of
(1.14). In the following Theorem we give a simple criterion for v0k to be the strong
traces. We formulate this theorem even for the following more general situation.

Theorem 2.4. Let V be a bounded open set in Rn, W = (0, h) × V ⊂ Π, 0 < h <
+∞, and u = u(t, y) ∈ L∞(W ), M ≥ ‖u‖∞. Suppose ϕ0(t, y, u) ∈ C(ClW × R)
and the functions ψ0k(t, y, u) = sign (u − k)(ϕ0(t, y, u) − ϕ0(t, y, k)) have the weak
traces v0k(y) at t = 0 for each k ∈ R. Then the traces v0k are strong if and only
if there exists a bounded function u0(y) such that v0k(y) = ψ0k(0, y, u0(y)) a.e. on
V . Moreover, if the function u0(y) exists then among such functions, satisfying the
additional requirement |u0| ≤ M , there are unique minimal u−0 and maximal u+

0 ,
and u±0 are measurable, i.e. u±0 ∈ L∞(V ).

If, in addition, for a.e. y ∈ V the function u → ϕ(0, y, u) is not constant on
non-degenerate intervals and v0k(y) = ψ0k(0, y, u0(y)) a.e. on V then u−0 = u+

0 = u0

( independently on M ) and u0(y) is the strong trace of u(t, y) at t = 0.

Proof. Suppose traces v0k are strong. We define the set

E = { t ∈ (0, h) | (t, y) is a Lebesgue point of u(t, y) for a.e. y ∈ V } (2.20)

similarly to (1.21). Then ψ0k(t, y, u(t, y)) → v0k(y) in L1(V ) as t → 0, t ∈ E.
Taking into account also that the functions ψ0k(t, y, u) are continuous and therefore
ψ0k(t, y, u(t, y))− ψ0k(0, y, u(t, y)) →

t→0
0 in L1(V ), we see that

ψ0k(0, y, u(t, y)) → v0k(y) in L1(V ) as t→ 0, t ∈ E. (2.21)

In view of Theorem 2.1 we can choose a sequence tm ∈ E, tm → 0 such that the
sequence u(tm, y) converges weakly to some measure valued function νy ∈ MV(V ),
and ‖νy‖∞ ≤ ‖u‖∞. Taking M ≥ ‖u‖∞, we can suppose, without loss of generality,
that supp νy ⊂ I = [−M,M ] for all y ∈ V . By Corollary 2.1 from strong convergence
(2.21) it follows that for all k ∈ R ψ0k(0, y, λ) ≡ v0k(y) on supp νy for a.e. y ∈ V .
Evidently, the set of full measure Y consisting of such y can be chosen common for
all k ∈ Q and since the maps k → ψ0k(0, y, ·) ∈ C(I), k → v0k(y) are continuous,
and the set Q is dense, we conclude that for y ∈ Y ψ0k(0, y, λ) ≡ v0k(y) on
supp νy for all k ∈ R. By Lemma 2.3 the set Cy of λ ∈ I such that for each
k ∈ R ψ0k(0, y, λ) = v0k(y) is a segment [a(y), b(y)], which is nonempty due to the
condition supp νy ⊂ Cy.

Taking a function u0(y) ∈ Cy we obtain the desired relation ψ0k(0, y, u0(y)) =
v0k(y) for all k ∈ R. Clearly, the functions

u−0 (y) = a(y) = minCy, u+
0 (y) = b(y) = maxCy
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are the minimal and respectively the maximal among such functions u0(y). Let us
show that u±0 (x) are measurable on V . This follows from evident relations: for all
λ ∈ R

{ y ∈ V | u−0 (y) ≥ λ } =
⋂

µ∈(−M,λ)∩Q

⋃

k∈Q

{ y ∈ V | ψ0k(0, y, µ) 6= v0k(y) },

{ y ∈ V | u+
0 (y) ≤ λ } =

⋂

µ∈(λ,M)∩Q

⋃

k∈Q

{ y ∈ V | ψ0k(0, y, µ) 6= v0k(y) }

and measurability of v0k(y). Hence, u±0 ∈ L∞(V ), ‖u±0 ‖∞ ≤M .
Conversely, suppose that there exists a bounded function u0(y) such that

v0k(y) = ψ0k(0, y, u0(y)) a.e. on V for each k ∈ R. We take M ≥
max{‖u‖∞, sup |u0(y)|} and set I = [−M,M ]. Since maps k → ψ0k(0, y, ·) ∈ C(I),
k → v0k(y) are continuous, there is a set Y ⊂ V of full measure such that
v0k(y) = ψ0k(0, y, u0(y)) for all k ∈ R if y ∈ Y (see the arguments for the
set Y in the first part of the proof). We should prove that for all k ∈ R

ψ0k(t, y, u(t, y)) → v0k(y) = ψ0k(0, y, u0(y)) in L1(V ) as t → 0, t ∈ E, where
the set E ⊂ (0, h) of full measure is defined by (2.20). As was shown above, this is
equivalent to the convergence

ψ0k(0, y, u(t, y)) →
t→0,t∈E

ψ0k(0, y, u(t, y)) in L1(V ) ∀k ∈ R. (2.22)

Assuming that (2.22) fails, we can find k ∈ R and a sequence tm ∈ E, tm → 0, such
that for some δ > 0

lim inf
m→∞

∫

V

|ψ0k(0, y, u(tm, y)) − v0k(y)|dy > δ. (2.23)

Without loss of generality we can suppose that u(tm, y) converges as m → ∞ to
some measure valued function νy. Clearly, ‖νy‖ ≤M , and by the weak-∗ convergence
ψ0k(0, y, u(tm, y)) →

m→∞
v0k(y) in L∞(V ) we have the relations

ψ0k(0, y, u0(y))=v0k(y)=〈ψ0k(0, y, λ), νy(λ)〉=

∫

ψ0k(0, y, λ)dνy(λ) ∀k ∈ R. (2.24)

Clearly, the set of full measure Y1 ⊂ Y of values y, for which this relation holds, can
be chosen common for all k ∈ R. This easily follows from the fact that both sides
of (2.24) depends continuously on k. Taking in (2.24) k > M , we derive

ϕ0(0, y, u0(y)) = v0(y) = 〈ϕ0(0, y, λ), νy(λ)〉 =

∫

ϕ0(0, y, λ)dνy(λ). (2.25)

Fix y ∈ Y1 and denote ϕ0(u) = ϕ0(0, y, u), u0 = u0(y), ν = νy. Let η(u) ∈ BV (I).
Integrating relation (2.24) over the measure dη(k) and using Lemma 2.2 with f(u) =
ϕ0(u), we find that for all η ∈ BV (I)

〈Tηϕ0(λ), ν(λ)〉 = Tηϕ0(u0). (2.26)

23



Here we also take into account relation (2.25). Now, we are going to derive from
(2.26) that ϕ0(u) ≡ const on [a, b] = Co supp ν. Assuming the contrary, we can
choose a value c ∈ (a, b) and sequences cr, hr, r ∈ N such that the sequence ψr =
Tηr

ϕ0(u) defined by (2.19) is bounded, and converges point-wise as r → ∞ to the
Heaviside function θ(u − c). Taking in (2.26) η = ηr and passing to the limit as
r → ∞ we find that ν((c, b]) = θ(u0 − c) ∈ {0, 1}, which contradicts to the fact
that [a, b] is the minimal segment containing supp ν and therefore 0 < ν((c, b]) < 1.
Thus, ϕ0(u) = ϕ0(u0) for all u ∈ [a, b]. From the obtained relation it follows that
ψ0k(u) ≡ ψ0k(u0) on [a, b]. Hence for a.e. y ∈ V ψ0k(0, y, u) = ψ0k(0, y, u0(y)) =
v0k(y) on supp νy and by Corollary 2.1 for all k ∈ R ψ0k(0, y, u(tm, y)) converges
as m → ∞ to v0k(y) in L1(V ). But this contradicts (2.23). Therefore, (2.22) is
satisfied, as was to be proved.

If, in addition, the function ϕ0(0, y, ·) is not constant on non-degenerate intervals
for a.e. y ∈ V then we take a sequence tm ∈ E, tm → 0 such that u(tm, y) converges
weakly to a measure valued function νy. Repeating the above arguments we find that
for a.e. y ∈ V supp νy ⊂ [u−(y), u+(y)], u0(y) ∈ [u−0 (y), u+

0 (y)], and ϕ0(0, y, u) ≡
ϕ0(0, y, u0(y)) on [u−0 (y), u+

0 (y)]. By our assumption the functions ϕ0(0, y, ·) are not
constant on non-degenerate intervals for a.e. fixed y ∈ V . Therefore, for a.e. y ∈ V
u0(y) = u−0 (y) = u+

0 (y), and νy(λ) = δ(λ − u0(y)) is a regular measure valued
function. By Theorem 2.1 the sequence u(tm, y) → u0(y) in L1(V ) as m → ∞ and
since the limit function u0(y) does not depend on the choice of a vanishing sequence
tm ∈ E, we conclude that u(t, ·) → u0 in L1(V ) as t → 0, t ∈ E. The proof is
complete.

Corollary 2.2. Suppose u(t, y) ∈ L∞(Π) is a quasi-s. of (1.14), E ⊂ R+

is defined by (1.21), and there is a sequence tm ∈ E such that tm →
m→∞

0, and

ψ0k(·, u(tm, ·)) →
m→∞

v0k in L1
loc(R

n). Then ψ0k(·, u(t, ·)) → v0k in L1
loc(R

n) as t→ 0,

t ∈ E.

Proof. Extracting a subsequence if necessary, we can assume that u(tm, y) converges
weakly to a measure valued function νy ∈ MV(Rn). In view of strong convergence
ψ0k(0, ·, u(tm, ·)) → v0k from Corollary 2.1 it follows that for all k ∈ R ψ0k(0, y, λ) ≡
v0k(y) on supp νy for all y ∈ Y , where Y ⊂ Rn is a set of full measure, which does
not depend on k ( see the proof of Theorem 2.4 ). Thus, ψ0k(0, y, u0(y)) = v0k(y)
for each y ∈ Y , where u0(y) ∈ supp νy. By Theorem 2.4 we conclude that v0k(y) are
the strong traces for ψ0k(t, y, u(t, y)) for all k ∈ R, as was to be proved.

3 The ”blow-up” procedure

Let u(t, y) ∈ L∞(Π) be a quasi-s. of (1.14). We consider a sequence εm > 0, m ∈ N

such that εm → 0 as m→ ∞ and set

um = um(t, y; z) = u(εmt, εmy + z),
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where z ∈ Rn is treated as a fixed parameter. By Proposition 1.2 there exists the
weak traces v0k(y) ∈ L∞(Π) such that ψ0k(y, u(t, y)) → v0k(y) weakly-∗ in L∞(Rn)
as t→ 0, t ∈ E. We set also vm

0k(y; z) = v0k(εmy + z).
The following lemma was essentially proved in [26] ( Lemma 3 ) and in [19]

( Lemma 3.1 ).

Lemma 3.1. There exists a subsequence of εm ( we keep the notation εm ) such that
for a.e. z ∈ Rn and all k ∈ R vm

0k(y; z) → v0k(z) = const in L1
loc(R

n) as m→ ∞.

For completeness we give the proof.

Proof. Let ρ(y) = e−|y|,

Im
k (z) =

∫

Rn

|v0k(εmy + z) − v0k(z)|ρ(y)dy.

We integrate this equality over z. Changing the order of integrating we obtain that
∫

Rn

Im
k (z)ρ(z)dz =

∫

Rn

(
∫

Rn

|v0k(εmy + z) − v0k(z)|ρ(z)dz

)

ρ(y)dy. (3.1)

By continuity of the average, for all y ∈ Rn

Jm
k (y) =

∫

Rn

|v0k(εmy + z) − v0k(z)|ρ(z)dz →
m→∞

0,

and also ‖Jm
k (y)‖∞ ≤ const. Using the Lebesgue theorem on dominated conver-

gence, we conclude that the right-hand side of (3.1) converges to zero. Then, by
(3.1)

∫

Rn

Im
k (z)ρ(z)dz →

m→∞
0.

Therefore, after possible extraction of a subsequence (we keep the previous notation
for it), Im

k (z) → 0 as m → ∞ for a.e. z and all k ∈ Q. This means that for such
values of y vm

0k(y; z) → v0k(z) in L1
loc(R

n). Since the above functions depends on k
continuously and Q is dense, we see that this limit relation is satisfied for all k ∈ R.
The proof is complete.

Evidently, um(t, y; z) satisfies equalities like (1.18), namely in D′(Π)

ψ0k(εmy + z, um)t + divyψk(u
m) = −Sm

z (γk) = −εmγk(εmt, εmy + z). (3.2)

The operator Sm
z is defined on the space M̄loc(Π) by the equality Sm

z (γ) =
εmγ(εmt, εmy + z) understood in the sense of distributions. This means that
∀h(t, y) ∈ C0(Π)

〈Sm
z (γ), h〉 = (εm)−n

∫

Π

h(t/εm, (y − z)/εm)dγ(t, y).

The following lemma can be proved in just the same way as Lemma 2 in [26] ( see
also Lemma 3.2 in [19] ).
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Lemma 3.2. If γ ∈ M̄loc(Π) then, after possible extraction of a subsequence, for
a.e. z ∈ Rn Sm

z (γ) →
m→∞

0 in M̄loc(Π).

Proof. Firstly, observe that VarSm
z (γ) = Sm

z (Var γ). Therefore, without loss of
generality we may assume that γ ≥ 0. Let r > 0. Denote by Br the ball {y | |y| ≤
r}, and by χ(t, y) the indicator function of the cylinder (0, r] × Br. We set

Im(z) = Sm
z (γ)((0, r] × Br) = (εm)−n

∫

Π

χ(t/εm, (y − z)/εm)dγ(t, y).

Now we integrate this equality over z ∈ BR, where R > 0. Changing the order of
integrating and making the change x = (y − z)/εm we derive that

∫

BR

Im(z)dz = (εm)−n

∫

Π

∫

BR

χ(t/εm, (y − z)/εm)dzdγ(t, y) =

∫

Π

∫

|y−εmx|≤R

χ(t/εm, x)dxdγ(t, y) ≤ Crγ((0, εmr] × BR+εmr), (3.3)

where Cr is Lebesgue measure of the ball Br. As m→ ∞

γ((0, εmr] × BR+εmr) → 0,

and in view of (3.3), for all R > 0

lim
m→∞

∫

BR

Im(z)dz = 0.

Therefore, we can choose a subsequence of εm (as usual, we keep the notation εm )
such that Im(z) → 0 a.e. on Rn. Using the diagonal extraction, we can chose the
indicated subsequence and the set of full measure z ∈ Rn, for which Im(z) → 0,
being common for all rational values of r. Then, for such z

Sm
z (γ) →

m→∞
0 in M̄loc(Π),

as required. The proof is complete.

Applying Lemma 3.2 to the measures γk, k ∈ F , we see that there exists a
subsequence of the sequence εm ( we keep the notation εm for this subsequence)
and a set Z ⊂ Rn of full measure such that Sm

z (γk) → 0 in M̄loc(Π) as m → ∞
∀z ∈ Z. Recall that the dense set F ⊂ R is supposed to be countable. Then, using
the standard diagonal extraction, we can choose the indicated subsequence being
common for all k ∈ F .

Thus, we can assume that the sequence εm and the set Z ⊂ Rn of full measure
are chosen in such way that the assertions of Lemma 3.1 and Lemma 3.2 for each
k ∈ F and γ = γk hold.

Our interest to the sequence um(t, y; z) is stipulated by the following theorem:
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Theorem 3.1. Let vk(t, y) = ψ0k(y, u(t, y)), v
m
k (t, y; z) = vk(εmt, εmy + z) =

ψ0k(εmy + z, um(t, y; z)). Then
(i) Existence of the strong traces ess lim

t→0
ψ0k(y, u(t, y)) = v0k(y) in L1

loc(R
n) im-

plies that, after possible extraction of a subsequence, for a.e. z ∈ Rn the sequences
vm

k (t, y; z) converge as m→ ∞ to some functions vk(t, y; z) in L1
loc(Π);

(ii) Conversely, suppose that for a.e. z ∈ Rn and each k ∈ F there is a subse-
quence of εm such that the sequence vm

k (t, y; z) is strongly convergent. Then there
exist strong traces ess lim

t→0
ψ0k(y, u(t, y)) = v0k(y) in L1

loc(R
n).

Proof. Suppose ess lim
t→0

vk(t, y) = v0k(y) in L1
loc(R

n). We denote ρ(z) = e−|z|. Then

for a.e. (t, y) ∈ Π
∫

|vm
k (t, y; z) − v0k(εmy + z)|ρ(z)dz =

∫

|vk(εmt, εmy + z) − v0k(εmy + z)|ρ(z)dz =
∫

|vk(εmt, x) − v0k(x)|ρ(x− εmy)dx →
m→∞

0.

Integrating this relation over (t, y) weighted p(t, y) = e−t−|y|, and using the Lebesgue
dominated convergence theorem we derive the relation

∫
(

∫

Π

|vk(εmt, εmy + z) − v0k(εmy + z)|p(t, y)dtdy

)

ρ(z)dz →
m→∞

0.

From this it follows that, after possible extraction of a subsequence, vm
k (t, y; z) −

vm
0k(y; z) → 0 as m → ∞ in L1

loc(Π) for a.e. z ∈ Z. By Lemma 3.1 we see also that
vm
0k(y; z) → v0k(z) in L1

loc(Π) and we can conclude that for a.e. z vm
k (t, y; z) → v0k(z)

in L1
loc(Π), as required. Observe also that the subsequence εm and the set of full

measure of the values z, for which the above limit relation holds can be chosen
to be common for all k ∈ R. This easily follows from continuity vm

k (t, y; z) =
ψ0k(εmy + z, um(t, y; z)) with respect to the parameter k.

Conversely, suppose that ∀z ∈ Z1, where Z1 ⊂ Rn is a set of full measure, there
is a subsequence of εm such that vm

k (·; z) converges in L1
loc(Π) to some function

vk(·; z) ∈ L∞(Π). Clearly, this subsequence can be chosen common for all k ∈ R.
Without loss of generality we can assume that Z1 ⊂ Z. Fix z ∈ Z1 and simplify
the notations um(t, y) = um(t, y; z), vm

k (t, y) = vm
k (t, y; z), vk(t, y) = vk(t, y; z).

In correspondence with Theorem 2.1 we can suppose that the sequence um(t, y)
converges weakly to a measure valued function νt,y ∈ MV(Π). Clearly, ‖νt,y‖∞ ≤
M = ‖u‖∞. Since the sequence vm

k (t, y) = ψ0k(εmy+ z, um(t, y)) converges strongly
while the function ψ0k(y, u) is continuous, we see that the sequence ψ0k(z, u

m(t, y))
converges strongly to the limit vk(t, y) = 〈ψ0k(z, λ), νt,y(λ)〉. By Corollary 2.1 we
see that the functions ψ0k(z, λ) ≡ vk(t, y) on supp νt,y for a.e. (t, y) ∈ Π.
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Passing to the limit as m → ∞ in (3.2) and taking into account that for k ∈ F
Sm

z (γk) → 0 in D′(Π), we obtain that ∀k ∈ F

(〈ψ0k(z, λ), νt,y(λ)〉)t + divy〈ψk(λ), νt,y(λ)〉 = 0 in D
′(Π). (3.4)

Since the left-hand side of this equality is continuous with respect to k in D′(Π),
while F ⊂ R is dense we conclude that (3.4) holds for all k ∈ R, i.e. νt,y is a measure
valued i.s. of the equation (2.6) with ϕ0(u) = ϕ0(z, u). As was shown above, this
i.s. satisfies the assumptions of Theorem 2.3 and, therefore, the functions vk(t, y)
have strong traces at t = 0.

By the relation like (1.23) we see that for a.e. τ > 0 ∀h(y) ∈ C1
0(R

n)

Im
k (τ) − Im

k (0+) =

∫

Rn

vm
k (τ, y)h(y)dy −

∫

Rn

vm
0k(y)h(y)dx =

∫

(0,τ ]×Rn

(ψk(um),∇yh)dtdy −

∫

(0,τ ]×Rn

h(x)dγm
k (t, y),

where γm
k = Sm

z (γk). From this equality we derive the estimate

|Im
k (τ) − Im

k (0+)| ≤ Ch(τ + |γm
k |((0, T ] ×K)), (3.5)

Ch = const, K = supp h,

which holds for a.e. τ ∈ (0, T ).
By our assumptions the conclusion of Lemma 3.2 holds, that is |γm

k |((0, T ]×K) →
0 as m → ∞. Further, for a.e. τ > 0 vm

k (τ, y) → vk(τ, y) as m → ∞ in L1
loc(R

n)
(after possible extraction of a subsequence), and also vm

0k(y) → v0k(z) = const in
L1

loc(R
n) (by Lemma 3.1). Therefore, from (3.5) it follows, in the limit as m → ∞,

that for a.e. τ > 0, ∀h(y) ∈ C1
0 (Rn)

∣

∣

∣

∣

∫

Rn

vk(τ, y)h(y)dy −

∫

Rn

v0kh(y)dy

∣

∣

∣

∣

≤ Chτ → 0,

i.e. ess lim
t→0

vk(t, ·) = v0k = v0k(z) weakly-∗ in L∞(Rn).

Since the traces for vk(t, y) must be strong we find

ess lim
t→0

〈ψ0k(z, λ), νt,y(λ)〉 = v0k(z) in L1
loc(R

n) (3.6)

for each k ∈ F . Taking into account that the set F is dense and both sides in (3.6)
are continuous with respect to k in L1

loc(R
n), we derive that (3.6) holds for all k ∈ R.

As in the proof of Theorem 2.3 we can choose the sequence tr → 0 such that the
corresponding sequence of measure valued functions νr

y = νtr ,y ∈ MV (Rn) is well-
defined, converges weakly as r → ∞ to a measure valued function νy, ‖νy‖∞ ≤ M .
In correspondence with (3.6) 〈ψ0k(z, λ), νr

y(λ)〉 →
r→∞

v0k(z) in L1
loc(R

n). Therefore, by

Corollary 2.1, ψ0k(z, λ) ≡ v0k(z) on supp νy for all k ∈ R and almost all y ∈ Rn. Fix
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such y and set u0 ∈ supp νy. Then, u0 = u0(z) satisfies the properties: |u0| ≤M and
ψ0k(z, u0) = v0k(z). Since here z ∈ Z1 is arbitrary, we obtain the bounded function
u0(z) such that ψ0k(z, u0(z)) = v0k(z) a.e. on Rn. By Theorem 2.4 we conclude that
the traces v0k(y) are strong, which completes the proof.

4 Reduction of the space dimension

Suppose that u(t, y) is a quasi-s. of (1.14) and one of the components of the flux
vector, say ϕn, is absent, i.e. equation (1.14) has the form

ϕ0(y, u)t +
n−1
∑

i=1

ϕi(u)yi
= ϕ0(y, u)t + divy′ϕ(u) = 0,

y′ = (y1, . . . , yn−1), ϕ(u) = (ϕ1(u), . . . , ϕn−1(u)) ∈ Rn−1.

It is natural to consider the equation for the fixed variable yn = λ

ϕ0(y
′, λ, u)t + divy′ϕ(u) = 0, u = u(t, y′) (4.1)

in the half-space Π′ = R+ × Rn−1 with reduced space dimension.
Below, to justify the inductive jump in the proof of Theorem 1.4, we will need

the following result.

Theorem 4.1. For a.e. yn ∈ R the function ũ(t, y′) = u(t, y′, yn) is a quasi-s. of
equation (4.1).

In the case ϕ0(y, u) = u Theorem 4.1 was proved in [19]. To prove this the-
orem we shall need the following lemma established in [19] ( Lemma 4.2 ). For
completeness we reproduce the proof.

Lemma 4.1. Let N ∈ N and γ be a locally finite measure on RN × R. Then for
a.e. λ ∈ R there exist a locally finite measure γλ on RN such that ∀h(y) ∈ C0(R

N)

lim
ν→∞

∫

RN+1

h(y)δν(s− λ)dγ(y, s) =

∫

RN

h(y)dγλ(y).

Proof. We denote |γ| = Var γ and assume firstly that

|γ|(RN × [a, b]) < +∞ for any segment [a, b] ⊂ R. (∗)

Then we can define a projection m = pr∗ |γ|, which is the image of |γ| under the
map pr(y, s) = s. It is clear that m is a locally finite nonnegative measure on R.
Further, for any function h(y) ∈ C0(R

n) the correspondence

g →

∫

RN+1

h(y)g(s)dγ(y, s), g ∈ C0(R)
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defines a bounded linear functional lh on C0(R), moreover

|〈lh, g〉| ≤ ‖h‖∞

∫

RN+1

|g(s)|d|γ|(y, s) = ‖h‖∞

∫

R

|g(s)|dm(s). (4.2)

In particular,
|〈lh, g〉| ≤ ‖h‖∞m(K)‖g(s)‖∞, K = supp g,

which implies that the functional lh is in fact continuous. By the known represen-
tation theorem lh is given as the integral

〈lh, g〉 =

∫

R

g(s)dµh(s)

over some locally finite measure µh, and, as it follows from (4.2), its variation |µh| ≤
‖h‖∞ ·m. The latter implies that the measures µh are absolutely continuous with
respect to the measure m and by the Radon-Nikodym theorem µh = αh(s)m, where
αh(s) are Borel functions, |αh| ≤ ‖h‖∞.

Now, we consider the Lebesgue decomposition m = β(s)ds + σ, where β(s) ∈
L1

loc(R), β(s) ≥ 0, and σ is a singular measure. By known properties of measures
( see for instance [23] ) there exists a set of full Lebesgue measure A ⊂ R, on which
the measure σ has the null derivative over the Lebesgue measure ds that is ∀λ ∈ A

lim
ν→∞

∫

δν(s− λ)dσ(s) = 0. (4.3)

We choose a countable dense set G ⊂ C0(R
N ) and consider the set A′ ⊂ A consist-

ing of common Lebesgue points for the function β(s) and the countable family of
functions ρh(s) = αh(s)β(s) with h ∈ G. Since

|ρh1
(s) − ρh2

(s)| = |αh1−h2
(s)|β(s) ≤ ‖h1 − h2‖∞β(s) ∀h1, h2 ∈ C0(R

N)

and G is dense in C0(R
N) we conclude that λ ∈ A′ are Lebesgue points of all

functions ρh(s), h ∈ C0(R
N). For λ ∈ A′ we have

∫

RN+1

h(y)δν(s− λ)dγ(y, s) =

∫

R

δν(s− λ)αh(s)dm(s) =
∫

R

δν(s− λ)ρh(s)ds+

∫

R

δν(s− λ)αh(s)dσ(s). (4.4)

Since λ is a Lebesgue point of the functions ρh(s) then

∫

R

δν(s− λ)ρh(s)ds→ ρh(λ) as ν → ∞.
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Further, in view of (4.3)
∣

∣

∣

∣

∫

R

δν(s− λ)αh(s)dσ(s)

∣

∣

∣

∣

≤ ‖αh‖∞

∫

R

δν(s− λ)dσ(s) ≤

‖h‖∞

∫

R

δν(s− λ)dσ(s) →
ν→∞

0

and from (4.4) it follows that
∫

RN+1

h(y)δν(s− λ)dγ(y, s) → ρh(λ) as ν → ∞. (4.5)

For a fixed λ ∈ A′ the correspondence h → ρh(λ) determines a bounded linear
functional on C0(R

N) and, taking into account the estimate |ρh(λ)| = |αh(λ)β(λ)| ≤
β(λ)‖h‖∞, we have the representation

ρh(λ) =

∫

RN

h(y)dγλ(y), (4.6)

where γλ is a finite Borel measure such that |γλ|(R
N) ≤ β(λ), λ ∈ A′. From (4.5),

(4.6) it directly follows the conclusion of the Lemma.
In the general case of arbitrary locally finite measure γ we introduce measures

γl = γ|Bl×R, where Bl is a ball |y| ≤ l, l ∈ N. We see that the measures γl can be
considered on the whole space RN × R and satisfy the condition (*). As we have
already proved, there are sets Al ⊂ R of full Lebesgue measure and finite Borel
measures γl

λ such that ∀λ ∈ Al

lim
ν→∞

∫

RN+1

h(y)δν(s− λ)dγl(y, s) =

∫

RN

h(y)dγl
λ(y). (4.7)

It is clear that the set A = ∩l∈NAl has full measure and for λ ∈ A relation (4.7)
holds for all l ∈ N. This, in particular, implies that measures γl

λ are compatible:
γl′

λ |Bl
= γl

λ for l′ > l. Therefore, there exists a locally finite measure γλ on RN such
that γλ|Bl

= γl
λ ∀l ∈ N. From (4.7) it follows that for λ ∈ A ∀h(y) ∈ C0(R

N)

lim
ν→∞

∫

RN+1

h(y)δν(s− λ)dγ(y, s) =

∫

RN

h(y)dγλ(y),

as was to be proved.

Proof of Theorem 4.1. Remark firstly that the measures γk from (1.18) can be ex-
tended on the whole space Rn+1, so that the extended measure of a Borel set
A ⊂ Rn+1 equals to γk(A ∩ Π). As it is easy to see, the extended measures are
locally finite and by Lemma 4.1 there exists a set A ⊂ R of full measure such that
for λ ⊂ A the following limit relation holds: ∀k ∈ F, h(t, y′) ∈ C0(Π

′)

lim
ν→∞

∫

Π

h(t, y′)δν(s− λ)dγk(t, y
′, s) =

∫

Π′

h(t, y′)dγk,λ(t, y
′), (4.8)
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where γk,λ(t, y
′) ∈ M̄loc(Π

′). We also utilize the fact that the set F is countable,
which allows us to choose the set A being common for all k ∈ F .

Let A1 ⊂ A be a set of λ ∈ A such that for a.e. (t, y′) ∈ Π′ (t, y′, λ) is a Lebesgue
point of the function u(t, y) = u(t, y′, s). Obviously, A1 is a set of full measure on R.
Let λ ∈ A1, h(t, y

′) ∈ C1
0(Π

′). We choose a test function g(t, y) = h(t, y′)δν(yn − λ).
By condition (1.18), applying to the test function g, ∀k ∈ F

∫

Π

[ψ0k(y, u)ht+(ψk(u),∇y′h)]δν(yn−λ)dtdy′dyn =

∫

Π

h(t, x′)δν(yn−λ)dγk(t, y
′, yn).

Passing in this equality to the limit as ν → ∞ and taking into account (4.8), we
find that

∫

Π′

[ψ0k(y
′, λ, u(·, λ))ht + (ψk(u(·, λ)),∇y′h)]dtdy′ =

∫

Π′

f(t, y′)dγk,λ(t, y
′).

Since h(t, y′) ∈ C1
0(Π

′) is arbitrary, we obtain that ∀k ∈ F

∂

∂t
ψ0k(·, λ, u(·, λ)) + divy′ψk(u(·, λ)) = −γk,λ in D

′(Π′),

i.e. the function ũ = u(·, λ) is a quasi-s. of equation (4.1). The proof is complete.

5 H-measures associated with sequences of mea-

sure valued functions

The notion of H-measure was introduced in [25, 10] and was further extended in
[16] for the case of sequences of bounded measure valued functions.

Let νm
x ∈ MV(Ω), m ∈ N be a bounded sequence of measure valued functions

weakly convergent to a measure valued function νx ∈ MV(Ω). For x ∈ Ω and p ∈ R

we set
Vm(x, p) = νm

x ((p,+∞)), V0(x, p) = νx((p,+∞)).

As was shown in [16], for m ∈ N ∪ {0}, p ∈ R the functions Vm(x, p) ∈ L∞(Ω) and
0 ≤ Vm(x, p) ≤ 1. Let

P = P (νx) =

{

p0 ∈ R | V0(x, p) →
p→p0

V0(x, p0) in L1
loc(Ω)

}

.

The following lemma was proved in [16]:

Lemma 5.1. The complement CP = R \ P is at most countable and for p ∈ P
Vm(x, p) →

m→∞
V0(x, p) weakly-∗ in L∞(Ω).
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Let Up
m(x) = Vm(x, p) − V0(x, p). By Lemma 5.1 for p ∈ P Up

m(x) → 0 as
m→ ∞ weakly-∗ in L∞(Ω). We introduce the following notations:
F (u)(ξ), ξ ∈ RN is the Fourier transform of u(x) ∈ L2(RN);
S = SN−1 = { ξ ∈ RN | |ξ| = 1 } denotes the unit sphere in RN ;
u→ ū, u ∈ C, is complex conjugation.

Proposition 5.1 (see [16]). 1) There exists a family of complex-valued locally finite
Borel measures {µpq}p,q∈P on Ω × S and a subsequence Ur(x) = {Up

r (x)}p∈P such
that ∀Φ1(x),Φ2(x) ∈ C0(Ω), ψ(ξ) ∈ C(S)

〈µpq,Φ1(x)Φ2(x)ψ(ξ)〉 =

lim
r→∞

∫

RN

F (Φ1U
p
r )(ξ)F (Φ2U

q
r )(ξ)ψ(ξ/|ξ|)dξ.

2) The map (p, q) → µpq is continuous as a map from P × P into the space
Mloc(Ω × S) of locally finite Borel measures on Ω × S.

Definition 5.1. The family {µpq}p,q∈P is called the H-measure corresponding to
the subsequence νr

x.

In the following lemma some important properties of theH-measure are collected
(see [16]):

Lemma 5.2. 1) ∀p ∈ P µpp ≥ 0; 2) ∀p, q ∈ P µpq = µqp; 3) for p1, . . . , pl ∈ P
and for any bounded Borel set C ⊂ Ω × S the matrix aij = µpipj (C), i, j = 1, . . . , l
is positively definite; 4) µpq = 0 ∀p, q ∈ P if and only if the sequence νr

x is strongly
convergent as r → ∞.

Remark that, as it directly follows from 3), ∀p, q ∈ P

(

µpq(C)
)2

≤ µpp(C)µqq(C) (5.1)

for any bounded Borel set C ⊂ Ω × S.
We will need also the following result.

Lemma 5.3. Let {µpq}p,q∈P be the H-measure corresponding to a bounded sequence
νr

x ∈ MV(Ω) and C ⊂ P be a closed set such that µpp = 0 for all p ∈ C. If s(u) is
a continuous from the left nondecreasing function, which is constant on connected
components of R \ C, then the sequence s∗νr

x converges strongly as r → ∞.

Proof. Suppose νr
x → νx as r → ∞. Choose M > sup ‖νr

x‖∞ and define

s−1(µ) = inf{ λ ∈ [−M,M ] | s(λ) > µ }.

We agree, as usual, that s−1(µ) = M in the case when s(λ) ≤ µ on [−M,M ]. Let us
demonstrate that λ = s−1(µ) ∈ C ∪ {−M,M}. Indeed, if this is not true then λ ∈
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(a, b), where (a, b) is some connected component of the complement (−M,M) \ C.
Clearly s(u) > µ in the interval u ∈ (λ, b). But by our assumption s(u) is constant
on (a, b), which implies that s(u) > µ on (a, b). Therefore, λ = s−1(µ) ≤ a. The
obtained contradiction yields the required relation λ = s−1(µ) ∈ C ∪ {−M,M}.
Observe that p = ±M ∈ P and for these values µpp = 0 ( because Up

r (x) ≡ 0 for
p = ±M ). Hence, we can suppose that ±M ∈ C. Taking into account that the
function s(λ) is continuous from the left, we find s∗νr

x((µ,+∞)) = νr
x((s

−1(µ),+∞)),
r ∈ N; s∗νx((µ,+∞)) = νx((s

−1(µ),+∞)), which implies the relation

Ũµ
r (x) = s∗νr

x((µ,+∞)) − s∗νx((µ,+∞)) = Uλ
m(x) = νr

x((λ,+∞)) − νx((λ,+∞)),

where λ = s−1(µ). Hence, the H-measure {µ̃pq}p,q∈R corresponding the sequence
s∗νr

x is well defined and µ̃pp = µqq, q = s−1(p). Since in this relation q = s−1(p) ∈ C
we conclude that µ̃pp = 0 for all p. By (5.1) we find µ̃pq ≡ 0 and in correspondence
with Lemma 5.2,4) the sequence s∗νr

x is strongly convergent.
The proof is complete.

Corollary 5.1. Let {µpq}p,q∈P be the H-measure corresponding to a bounded in
L∞(Ω) sequence ur(x), r ∈ N (these functions are considered as regular measure
valued functions). Suppose ur(x) converges weakly to a measure valued function
νx and [a(x), b(x)] = Co supp νx. Then for a.e. x ∈ Ω µpp 6= 0 for all p ∈
(a(x), b(x)) ∩ P .

Proof. Clearly for λ ∈ R

{ x ∈ Ω | b(x) ≤ λ } = { x ∈ Ω | νx((λ,+∞)) = 0 },

{ x ∈ Ω | a(x) ≥ λ } = { x ∈ Ω | νx((−∞, λ)) = 0 }

and since functions x → νx((λ,+∞)), x → νx((−∞, λ)) are measurable on Ω, by
Remark 2.1, we see that a(x), b(x) are measurable as well. Hence a(x), b(x) ∈
L∞(Ω). Let x be a common Lebesgue point of the functions a(x), b(x). Let us
show that µpp 6= 0 for p ∈ (a(x), b(x)) ∩ P . Assuming the contrary, take a value
p ∈ P ∩ (a(x), b(x)) such that µpp = 0 and define s(u) = sign +(u − p). This
function satisfies the assumptions of Lemma 5.3 with C = {p} and we conclude
that the sequence s(ur) strongly converges to s∗νx. By Theorem 2.1 s∗νx is regular.
Therefore p /∈ (a(x), b(x)) for a.e. x ∈ Ω. But this contradicts to the fact that
inequality a(x) < p < b(x) remains valid on a set of positive measure. The proof is
complete.

Now, let ϕ(u) ∈ C(R,RN) be a continuous vector function. Suppose that the
sequence νr

x satisfies the condition:
(C) ∀p ∈ R the sequence of distributions

L
p
r = divx

∫

(p,+∞)

(ϕ(λ) − ϕ(p))dνr
x(λ)
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is precompact in H−1
loc (Ω).

Here, as usual, the space H−1
loc (Ω) consists of distributions u(x) such that for all

f(x) ∈ C∞
0 (Ω) the product fu ∈ H−1

2 . The topology in H−1
loc (Ω) is generated by

semi-norms ‖fu‖H−1

2
, f ∈ C∞

0 (Ω).

From the results of [17] (see Lemma 2 with q = p0 and the proof of Theorem 4)
it directly follows the statement, which plays a key role in the proof of our main
Theorems 1.4 and 1.1.

Theorem 5.1. Suppose that {µpq}p,q∈P is the H-measure corresponding to the se-
quence νr

x, which satisfies condition (C), and µpp 6= 0 for some p = p0 ∈ P . Then
there exists a non-degenerate interval I = (p0−δ, p0 + δ) such that (ξ, ϕ(u)) = const
on I.

In particular from Theorem 5.1 it follows that under the non-degeneracy condi-
tion

∀ξ ∈ S the function u → (ξ, ϕ(u)) is not constant on non-degenerate intervals

µpq ≡ 0 and, therefore, the sequence νr
x is strongly convergent.

In [18] this result was generalized to the case when the flux vector ϕ depends
also on the spatial variables x.

Observe that the Vasseur’s result in [26] directly follows from the indicated
precompactness property, with no regularity restrictions on the flux vector and the
weaker non-degeneracy assumption.

6 Proof of Theorems 1.4 and 1.1

We shall use the method of mathematical induction on the spatial dimension n.
If n = 0 (the base) then by (1.18) ψ0k(u)

′ = −γk ∈ M̄loc(R+). This implies that
ψ0k(u(t)) has bounded variation on any interval (0, T ), T > 0. Therefore, we can
find v0k ∈ R such that lim

t→0+
ψ0k(u(t)) = v0k. Clearly, v0k = ψ0k(u0), where u0 is an

arbitrary limit point of u(t) at t = 0. We see that the statement of Theorem 1.4 is
fulfilled.

Assuming that the conclusion of Theorem 1.4 is true for n − 1 space variables,
we prove it for dimension n. So, suppose that the function u = u(t, y) is a quasi-s.
of equation (1.14).

We introduce the set I of segments I = [a, b], a, b ∈ F , such that for some
nonzero vector ξ = (ξ0, ξ

′) ∈ Rn+1 the function u→ (f(u), ξ) is constant on I. Here
f(u) is the flux vector of original equation (1.1). Since the set F is assumed to be
countable, the set I is also countable (or empty).

Let I = [a, b] ∈ I. We set uI = uI(t, y) = max(a,min(u, b)) so that uI(t, y) ∈ I.
Let us show that the function uI(t, y) is also a quasi-s. of (1.14). Take k ∈ F . Then
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k′ = max(a,min(k, b)) ∈ F and one can easily verify that

ψ0k(y, uI) = sign (uI − k)(ϕ0(y, uI) − ϕ0(y, k)) =

ψ0k′(y, u) − (ψ0a(y, u) + ψ0,b(y, u))/2 + (ψ0a(y, k) + ψ0b(y, k))/2,

ψk(uI) = sign (uI − k)(ϕ(uI) − ϕ(k)) =

ψk′(u) − (ψa(u) + ψb(u))/2 + (ψa(k) + ψb(k))/2,

which implies that in D
′(Π)

ψ0k(y, uI)t + divyψk(uI) = (γa + γb)/2 − γk′ ∈ M̄loc(Π)

for all k ∈ F . Thus, uI(t, y) satisfies (1.18), i.e. it is a quasi-s. of (1.14).
Now, recall that (f(u), ξ) = const for u ∈ I. Consider the following two cases.
1) ξ0 = 0. In this case ξ′ = (ξ1, . . . , ξn) 6= 0 and there exists a linear change

z = z(y), y = (y1, . . . , yn) ∈ Rn such that zn = (ξ′, y). After this change (1.14)
reduces to the form

ϕ0(z, u)t + divzϕ̄(u) = 0, (6.1)

where ϕ̄n = (ξ′, ϕ(u)) = (ξ′, f̄(u)) = const on I. We consider the function uI as a
function of new variables (t, z). By Theorem 4.1, uI(t, z

′, zn) is a quasi-s. of reduced
equation ( defined on the domain Π′ = R+ × Rn−1 )

ut +

n−1
∑

i=1

ϕ̃i(u)zi
= 0 (6.2)

for a.e. zn.
As is rather well-known ( see for instance [23] ), the set

M = { (t, z) = (t, z′, zn) ∈ Π | (t, z) is a Lebesgue point of u,

(t, z′) is a Lebesgue point of u(·, zn) }

has full measure. Therefore, for a set E1 of full measure of values t > 0 the sections
Mt = {z ∈ Rn | (t, z) ∈ M } have full measure on Rn. Observe that E1 ⊂ E, where
the set E is defined by (1.21). Now, we choose a sequence tr ∈ E1, tr →

r→∞
0, and

introduce the sets Ar ⊂ R consisting of values s ∈ R such that (z′, s) ∈ Mtr for a.e.
z′ ∈ Rn−1. Clearly, Ar have full measure, consequently A = ∩r∈NAr is also a set of
full measure. We see also that for s ∈ A all tr ∈ E(s), where E(s) is defined by
(1.21) for the function u(·, s) on Π′ = R+ × Rn−1.

As we have already established, for a.e. zn ∈ A uI(·, zn) is a quasi-s. of equation
(6.2) on Π′. By the inductive assumption for all k ∈ R ψ0k(·, zn, uI(tr, ·, zn)) →
v0k(·, zn) in L1

loc(R
n−1) as r → ∞, where v0k = v0k(z

′, zn) ∈ L∞(Rn). Using
the Lebesgue dominated convergence theorem, we conclude that as r → ∞ also
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ψ0k(z, uI(tr, z)) → v0k(z) in L1
loc(R

n). This easily implies the same limit rela-
tion under original variables y: ψ0k(y, uI(tr, y)) → v0k(y) in L1

loc(R
n). By Corol-

lary 2.2 ψ0k(y, uI(t, y)) have the strong traces v0k(y) on the hyperspace t = 0, i.e.
ψ0k(y, uI(t, y)) → v0k(y) in L1

loc(R
n) as t→ 0, t ∈ E.

2) ξ0 6= 0.
Let C ⊂ Rn be the set of y such that ξ′ + ξ0∇g(y) = 0. Since by (1.15)

f0(u) = ϕ0(y, u) + (∇g(y), ϕ(u)) we have the relation

ξ0ϕ0(y, u) + (ξ′ + ξ0∇g(y), ϕ(u)) = const ∀u ∈ I.

Thus, for y ∈ C ϕ0(y, u) = v0(y) = const on I and consequently ψ0k(y, u) are
constant on I as well: ψ0k(y, u) = v0k(y). Therefore, for u0 ∈ I ψ0k(y, u0) = v0k(y)
for every y ∈ C.

If y /∈ C then in a vicinity of the point (0, y) ∈ ∂Ω we can make the linear change
of original variables x: z0 = ξ0x0 +(ξ′, x′) ( keeping the variables x′ = (x1, . . . , xn) ),
which removes the component f0 from equation (1.1). Clearly, the boundary ∂Ω
is locally represented as the graph z0 = g̃(x′) = ξ0g(x

′) + (ξ′, x′) and since ∇g̃ =
ξ′ + ξ0∇g(x

′) 6= 0 in a vicinity of our boundary point, we can express some variable
xi, i = 1, . . . , n as a function of remaining variables on ∂Ω. The corresponding
canonical boundary chart transforms our equation to the form (6.2). As in the case
1), we deduce from the inductive assumption the strong trace property for ψ0k(·, uI).
By Theorem 2.4 this implies that for some u0(y) ∈ I v0k(y) = ψ0k(y, u0(y)) for
a.e. y /∈ C. Combining the cases y ∈ C, y /∈ C, we find that the representation
v0k(y) = ψ0k(y, u0(y)) holds for a.e. y ∈ Rn and by Theorem 2.4 again we conclude
that the strong trace property is satisfied on the whole hyperplane t = 0.

Thus, in the both cases the functions ψ0k(y, uI) have strong traces at the hyper-
plane t = 0.

By Theorem 3.1 we can find a subsequence of the sequence εm such that the
corresponding sequences ψ0k(εmy+z, u

m
I (t, y; z)), with um

I (t, y; z) = uI(εmt, εmy+z),
converge strongly ( that is in L1

loc(Π) ) for a.e. z ∈ Rn.
The established property remains valid for any choice of the segment I ∈ I. Since

I is countable then, using the diagonal extraction, we can choose the subsequence
εm and the set Z ⊂ Rn of full measure to be common for all I ∈ I. More exactly,
we can assume that the conclusions of Lemma 3.1 and Lemma 3.2 ( for all γ = γk,
k ∈ F ) hold, and ∀I ∈ I, z ∈ Z and k ∈ R the functions ψ0k(εmy + z, um

I (t, y; z))
are strongly convergent as m→ ∞.

Now, we fix z ∈ Z and k ∈ R. According to Theorem 2.1 we can extract a subse-
quence εr such that the corresponding sequence ur(t, y) = ur(t, y; z) = u(εrt, εry+z)
converges as r → ∞ weakly to a measure valued function νt,y, and for this sequence
the H-measure

µpq = µpq(t, y, ξ) ∈Mloc(Π × S), p, q ∈ P
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is determined, where S = Sn = { ξ = (ξ0, ξ
′) ∈ Rn+1 | |ξ| = 1 } is the unit sphere,

and the set P ⊂ R is defined as in the previous section.
We consider the sequence of regular measure valued functions νr

t,y(λ) = δ(λ −
ur(t, y; z)) and introduce, as in the previous section,

Vr(t, y, p) = νr
t,y((p,+∞)) = sign +(ur(t, y) − p),

V0(t, y, p) = νt,y((p,+∞)), Up
r (t, y) = Vr(t, y, p) − V0(t, y, p),

here (t, y) ∈ Π, p ∈ P . Let us show that the sequence νr
t,y satisfies to condition (C)

applied to the vector (ϕ0(z, u), ϕ(u)) ∈ Rn+1. Indeed,

L
p
r =

∂

∂t

∫

(p,+∞)

(ϕ0(z, λ) − ϕ0(z, p))dν
r
t,y(λ) + divy

∫

(p,+∞)

(ϕ(λ) − ϕ(p))dνr
t,y(λ) =

∂

∂t
[sign +(ur − p)(ϕ0(z, u

r) − ϕ0(z, p))] + divy[sign +(ur − p)(ϕ(ur) − ϕ(p))] =

∂

∂t
[sign +(ur − p)(ϕ0(z + εry, u

r) − ϕ0(z + εry, p))] +

divy[sign +(ur − p)(ϕ(ur) − ϕ(p))] + F p
r ,

where

F p
r =

∂

∂t
{sign +(ur − p)[ϕ0(z, u

r) − ϕ0(z + εry, u
r) + ϕ0(z + εry, p) − ϕ0(z, p)]}

and from the identities

sign +(u− p)(ϕ0(y, u) − ϕ0(y, p)) = (ψ0p(y, u) + ϕ0(y, u) − ϕ0(y, p))/2,

sign +(u− p)(ϕ(u) − ϕ(p)) = (ψp(u) + ϕ(u) − ϕ(p))/2,

relations (1.18), (1.19), and (3.2) it follows that for p ∈ F

L
p
r = F p

r − Sr
z(βp), where βp = (γp + γ)/2.

By Lemma 3.2 the sequence Sr
z(βp) → 0 as r → ∞ in M̄loc(Π) and, using, for

instance, Murat’s lemma ( [14] ), we conclude that Sr
z(βp) → 0 in H−1

loc . As easy to
see, F p

r → 0 in H−1
loc as well and we conclude that Lp

r → 0 in H−1
loc . Further, if h(t, y)

is a function in the Sobolev space H1
2 (Π) having compact support K ⊂ Π then, as

is easily verified, for p > q

|〈Lp
r − L

q
r, h〉| ≤ CK( max

u∈[q,p]
|ϕ0(z, u) − ϕ0(z, q)| · ‖ht‖2 +

max
u∈[q,p]

|ϕ(u) − ϕ(q)| · ‖∇yh‖2) ≤

CK( max
u∈[q,p]

|ϕ0(z, u) − ϕ0(z, q)| + max
u∈[q,p]

|ϕ(u) − ϕ(q)|)‖h‖H1
2
,

which implies that the sequence Lp
r is equicontinuous over the parameter p inH−1

loc (Π)
and, since L

p
r → 0 inH−1

loc for the dense set p ∈ F , this limit relation remains valid for
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all p. Thus, condition (C) is satisfied and we can use the conclusion of Theorem 5.1.
By this Theorem, if p ∈ P and µpp 6= 0 then p ∈ I for some I ∈ I ( we also take here
into account that the correspondence between vectors (ϕ0(z, u), ϕ(u)) and f(u) is
given by a linear isomorphism of Rn+1 ). Therefore, the set C = R \

⋃

I∈I

I satisfies

the property:

∀p ∈ C ∩ P µpp = 0. (6.3)

Now, suppose that [a(t, y), b(t, y)] is the convex hull of supp νt,y. Since the sequences
ψ0k(z, u

r
I(t, y; z)) are strongly convergent we see that for a.e. (t, y) ∈ Π all the func-

tions ψ0k(z, u) must be constant on [a(t, y), b(t, y)] ∩ I, I ∈ I. By Corollary 5.1
and (6.3) we see that for a.e. (t, y) ∈ Π the set [a(t, y), b(t, y)] ∩ C lays in the
complement R \ P and, therefore, is at most countable. Hence, the sets of val-
ues of the continuous functions ψ0k(z, u) on [a(t, y), b(t, y)] are at most countable
and we conclude that these functions must be constant on [a(t, y), b(t, y)] for a.e.
(t, y) ∈ Π. In correspondence with Corollary 2.1 this yields the strong convergence of
ψ0k(z, u

r(t, y; z)) and by Theorem 3.1,(ii) we conclude that there exist strong traces
ess lim

t→0
ψ0k(y, u(t, y)) = v0k(y) in L1

loc(R
n). The proof of Theorem 1.4 is complete.

To prove Theorem 1.1 remark that by Theorem 1.4 relation (1.10) has already
proved for canonical boundary charts (U, ζ,Wrh). Since the corresponding neigh-
borhoods U cover the boundary ∂Ω we derive from Theorem 2.4 that weak traces
v0k(x) = (ψk(u0(x)), ~ν(x)) for some function u0(x) ∈ L∞(∂Ω). Taking an arbi-
trary boundary chart (U, ζ,Wrh), we have u = u(t, y) ∈ L∞((0, h) × Vr), and
ess lim

t→0
ψ0k(t, y, u(t, y)) = v0k(y) = ψ0k(0, y, u0(y)) weakly-∗ in L∞(Vr), where

ψ0k(t, y, u) = sign (u− k)(ϕ0(t, y, u)− ϕ0(t, y, k)), ϕ0(t, y, u) =

(~ν(x), f(u)) = (∇t(x), f(u)), x = ζ−1(t, y); v0k(y) = v0k(ζ
−1(0, y)).

Again by Theorem 2.4 we conclude that ess lim
t→0

ψ0k(t, y, u(t, y)) = v0k(y) in L1(Vr),

i.e. (1.10) is satisfied for any boundary charts. This completes the proof.

Remark 6.1. The presented results remain valid for more general case of unbounded
quasi-s., which are understood in the following sense.

Definition 6.1. A measurable function u(x) is called a quasi-s. of (1.1) if there
exists a dense set F ⊂ R such that for each pair a, b ∈ F , a < b the cut-off function
ua,b(x) = max(a,min(u(x), b)) satisfies the relation

divxf(ua,b(x)) = −γa,b in D
′(Ω) (6.4)

with a measure γa,b ∈ M̄loc(Ω).
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Observe that renormalized entropy sub- and super-solutions of equation (1.1) in
the sense of [3] are quasi-s. of this equation.

Let us demonstrate that Definition 6.1 is compatible with Definition 1.2. Indeed,
if in Definition 6.1 u(x) ∈ L∞(Ω) and M = ‖u‖∞ then taking in (6.4) a < −M , b >
M we derive divxf(u) = −γ, γ ∈ M̄loc(Ω). Further, taking a = k, b > max(k,M),
we find

divxψk(u) = divx[2f(uk,b) − f(u) − f(k)] = −(2γk,b − γ) in D
′(Ω).

Thus, condition (1.7) is satisfied with γk = 2γk,b − γ ∈ M̄loc(Ω), and u(x) is a
quasi-s. of equation (1.1) in the sense of Definition 1.2. As is easily follows from
the definition, if u(x) is a quasi-s. of (1.1) then ua,b(x) is a bounded quasi-s. of this
equation for each a, b ∈ F . Taking also into account that the set F is dense, we derive
from Theorem 1.1 that for each a, b ∈ R, a < b the functions (f(ua,b(x)), ~ν(x)) have
strong traces at the boundary ∂Ω. Moreover, as follows from Theorem 2.4, these
traces can be represented as (f(u0

a,b(x)), ~ν(x)), where u0
a,b(x) = max(a,min(u0(x), b))

and u0(x) is a measurable function on ∂Ω with values from R∪{±∞}. Among such
functions u0(x) there are the unique minimal u0

−(x) and the maximal u0
+(x) and

(f(u), ~ν(x)) = const on the intervals (u0
−(x), u0

+(x)) for a.e. x ∈ ∂Ω. In particular,
under the assumption that for a.e. x ∈ ∂Ω the function u → (f(u), ~ν(x)) 6= const
on non-degenerate intervals, u0

−(x) = u0
+(x) = u0(x) a.e. on ∂Ω and u0(x) is the

strong trace of the function u(x) itself ( in the sense of strong convergence of the
cut-off functions ).

Remark 6.2. For the general equation

divf(x, u) = 0 (6.5)

existence of the strong trace for quasi-s. u(x) can be proved under the non-
degeneracy condition:

for Hn-a.e. x ∈ ∂Ω and all ξ ∈ Rn+1 \ {0} the function u → (ξ, f(x, u)) is not
constant on non-degenerate intervals.

Indeed, under this condition Theorem 5.1 yields the strong convergence ( for a.e.
z ) of the sequences um(t, y; z) generated by the blow-up procedure, and existence
of the strong trace follows from Theorem 3.1. Moreover, in view of locality of this
result it remains true also in the case of equation (6.5) on a manifold Ω ( in the
sense of [21], see also forthcoming paper [2] ).

Without non-degeneracy conditions existence of strong normal traces for entropy
solutions of (6.5) is not generally true. For instance there are numerous examples
( see [5, 8, 22] ) of linear transport equations div(a(x)u) = 0 with divergence free
fields a(x) ( i.e. diva(x) = 0 in the sense of distributions ) which admits generalized
solutions such that the vector a(x)u has no strong normal traces on some hyperplane.
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Figure 1:

7 Example of a weak solution without a strong

trace

Existence of strong traces is not valid for g.s. of equation (1.1), which do not satisfy
entropy condition (1.7). We confirm this fact by the following simple example. Let
n = 1. We consider the Burgers equation ut + (u2)x = 0. To construct the desired
g.s. u(t, x) we introduce the function

w(t, x) =







0 , |x| + |t− 6| ≤ 1
−sign x , |x| + |t− 6| > 1, t ∈ (6, 8]
sign (1 − x)sign x , |x| + |t− 6| > 1, t ∈ (4, 6)

,

defined in the square t ∈ (4, 8], −2 ≤ x < 2. We extend this function in the
whole layer t ∈ (4, 8], as a 4-periodic function v over the variable x so that for
y = x − 4[x/4] − 2 (here [a] denotes the integer part of a) v(t, x) = u(t, y). In
the half-space Π we define the piecewise constant function u(t, x) = v(2kt, 2kx) if
t ∈ (4 · 2−k, 8 · 2−k], k ∈ Z, see fig. 1. As is easily verified, on the discontinuity
lines the Rankine-Hugoniot condition is satisfied and therefore u(t, x) is a g.s. of
the Burgers equation. As t → 0 u(t, ·) → 0 weakly-∗ in L∞(R) but there is no
strong limit of u(tk, x) for any choice of a sequence tk → 0. Remark also that for
the constructed g.s. condition (1.18) is satisfied with the measures γk ∈ Mloc(Π)
∀k ∈ R, but certainly γk /∈ M̄loc(Π).

Acknowledgments

This work was carried out under financial support of Russian Foundation for Basic
Research (grant No. 06-01-00289) and DFG project 436 RUS 113/895/0-1.

41



References
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