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Abstract. Global weak solutions of bounded variation to systems of balance
laws with non-local source are constructed by the method of vanishing viscos-
ity. Suitable dissipativeness assumptions are imposed on the source terms to
assure convergence of the method. Under these hypotheses, the total variation
remains uniformly bounded and integrable in time, the vanishing viscosity so-
lutions are uniformly stable in L1 with respect to the initial data and converge
to equilibrium as t → ∞. The motivation to study these systems is the ob-
servation that conservations laws with fading memory can be written in such
form under appropriate conditions on the flux.

1. Introduction

Systems of conservation laws in one-space dimension are equations of the form

(1.1) ∂tU(t, x) + ∂xS(t, x) = 0,

where x ∈ R and U , S ∈ R
n. Such equations are called conservation laws because

in classical physics, conservation of mass, momentum and energy of media are
governed by equations of this type.

In this context, U(t, x) determines the state of the medium at the point (t, x)
and S(t, x) is the flux of U . In general, materials are identified by constitutive
relations which describe how the flux is determined by the state vector U . The
medium is called elastic if S(t, x) is determined by the value of state U at (t, x) i.e.
(1.1) reduces to

(1.2) ∂tU(t, x) + ∂xF (U(t, x)) = 0,

where F : R
n → R

n is a given smooth function. The Cauchy problem to (1.2)
has been studied in great detail. When F is nonlinear, the profile of solutions
starting out from smooth initial data gets progressively steeper and eventually
breaks in finite time, by developing jump discontinuities which propagate on as
shock waves. This raises the need to deal with weak solutions, cf. [18]. The global
existence of weak solutions was first established by the “random choice method” in
the celebrated paper of Glimm [16]. Expositions of the current state of the theory
may be found in the books [4, 9, 26, 28].

The model (1.2) fails in the presence of viscosity and relaxation phenomena. In
such circumstances, the flux S(x, t) depends also on the past history U(x, τ) for
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τ < t and we say that the material has memory. An important class of media of this
type are materials with fading memory for which the constitutive relations yield

(1.3) Ut + F (U(x, t))x +

∫ t

0

k(t− τ)G(U(x, τ))x dτ = 0

where F , G : R
n → R

n are smooth functions and k : [0,∞) → Mn×n is a smooth
kernel integrable over [0,∞). Extensive studies have been conducted to contrast
the behavior of elastic media with the behavior of media with fading memory. The
results show that when the kernel satisfies appropriate conditions motivated by
physical considerations, the influence of the memory term in (1.3) is dissipative.
Consequently, global smooth solutions to (1.3) exist for given small and smooth
initial data and tend to the equilibrium as t → ∞, in constract to the situation
with elastic media that classical solutions in general break down in finite time.
However, when the initial data is large, the destabilizing action of nonlinearity of
the flux function F prevails over the damping, and solutions to (1.3) break down
in a finite time. (cf. Renardy-Hrusa-Nohel [25] and the references therein).

It worths mentioning that there are several results in classical theory in the
literature on nonlinear viscoelasticity and heat flow that can be represented by a
second order equation

(1.4) utt = σ(ux)x +

∫ t

0

a(t− τ)ψ(ux(τ))x dτ + f(t, x),

which is equivalent to system (1.3). E.g., see [12, 15, 19, 20, 21, 22, 23, 27, 29, 17].
Global weak solutions have also been constructed for special equations of the form

(1.3) mainly in L∞ by the method of compensated compactness. See [10, 24, 6].
However, it is still an open problem to establish globally defined weak solutions of
bounded variation (BV ) of (1.3).

As suggested by Dafermos [13], systems (1.3) are equivalent to hyperbolic sys-
tems of the form

(1.5) Ut +A(U)Ux + g(U) = H(t) Ū −
∫ t

0

K(t− τ)U(τ) dτ,

for special F and G, where A, H , K are n × n matrices, g ∈ R
n and Ū ∈ R

n is
the initial data. The motivation is to view (1.3) as a Volterra equation and by
means of resolvent kernel and integration by parts to reduce the memory term to
the above non-local source term. This observation is due to MacCamy [19, 20] and
later employed by Dafermos [10, 11] and Nohel-Rogers-Tzavaras [24] in order to
get L∞ weak solutions. The advantage of studying system (1.5) is that it is easier
to extract the damping effect from the source g(U) than from the fading memory
term in (1.3). It should be noted that the same approach was followed to apply
the method of compensated compactness in the aforementioned papers. However,
system (1.5) is written in a more general form than the one treated in the past.
Memory damping is similar to frictional damping, therefore, the damping may not
be always balanced and this would be reflected on the g(U) term in the sense of
Dafermos–Hsiao [14], i.e. the diagonal dominance condition. In such cases, we may
attempt to transfer part of the damping and achieve a good balance. For more
details on this subject and some examples see [13].

The aim of this paper is to construct global weak solutions of BV to (1.5) as
suggested by Dafermos, whence to (1.3). Here, we employ the vanishing viscosity
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method that was first established for systems of conservation laws in a spectacu-
lar way by Bianchini and Bressan [3]. This method was extended to systems of
conservation laws with dissipative source

(1.6) Ut +A(U)Ux + g(U) = 0

by Chistoforou [7]. The dissipativeness assumptions imposed to (1.6) are the same
as the ones suggested by Dafermos-Hsiao [14], who employed Glimm’s scheme [16].
Our goal is to prove that the vanishing viscosity approximations are globally defined
with uniform bounded total variation independently of the viscosity parameter.
Therefore, as the viscosity coefficient tends to zero we can pass to the limit and
get an admissible weak solution to (1.5) in BV . Because of the damping effect, we
are actually able to show that the total variation as a function of time is integrable
over [0,∞), hence the weak solution constructed by this method converges to the
equilibrium as t → ∞. Thus, we validate the results of the classical theory in the
general context of weak solutions.

Recently, Chen and Christoforou [5] studied the non-local conservation law with
fading memory, that is the scalar equation of the form (1.3) with F = G and
showed that there exists a unique global weak solution by the method of vanishing
viscosity. They also established the limit to the local conservation law when there
is a relaxation kernel. We remark that the results in this paper extend the project
[5] to systems. It would be interesting to study the case of a relaxation kernel
for systems (1.3) as well. However, this is a difficult task since the techniques of
vanishing viscosity for systems are still new and complex. Nevertheless, we are able
to recover the limit of solutions to

(1.7) Ut +A(U)Ux + g(U) = H(t) Ū ,

as K → 0 pointwise a.e.
The strategy of the paper is the following: In Section 2, we state the assumptions

and the theorem. In section 3, we give a roadmap of the proof. The proof is
presented in Section 3–8 and follows closely the fundamental work of Bianchini and
Bressan and the additional techniques of Christoforou to deal with source terms.
Last, the limit as the K tends to zero pointwise almost everywhere to the local
conservation law (1.7) is discussed in the end of Section 2.

2. Assumptions and Theorem

In view of the analysis in the introduction, we consider the following Cauchy
problem in one-space dimension

(2.1) Ut +A(U)Ux + g(U) = H(t) Ū −
∫ t

0

K(t− τ)U(τ) dτ,

(2.2) U(0, x) = Ū(x), x ∈ R.

Here A : R
n 7→ Mn×n, g : R

n 7→ R
n, and H, K : [0,∞) → Mn×n(R), are given

sufficiently smooth functions and Ū ∈ R
n. The subscripts t and x denote partial

derivatives. We assume that the system is strictly hyperbolic, i.e. A(U) has n real
distinct eigenvalues

(2.3) λ1(U) < λ2(U) < . . . < λn(U),

and thereby n linearly independent right eigenvectors ri(u), i = 1, . . . , n. Note that
we do not require system (2.1) to be conservative.
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In this project, we would like to construct global weak solutions to (2.1)-(2.2)
of bounded variation via the vanishing viscosity method, namely we consider the
viscous hyperbolic system

(2.4) Uε
t +A(Uε)Uε

x + g(Uε) = H(t) Ū −
∫ t

0

K(t− τ)Uε(τ) dτ + εUε
xx

and obtain globally defined viscous approximationsUε that are uniformly stable and
converge in L1

loc to the weak solution U to (2.1)-(2.2). For arbitrary source terms
in (2.1), only local weak solutions exist even if the initial data are small. In order
to prove global existence, we need to impose conditions on the hyperbolic system
that induce dissipative mechanisms. Namely, let U∗ be a constant equilibrium to
(2.1), then the assumptions are the following:

Assumptions. A

(1) B̃
.
= R(U∗)−1BR(U∗) is strictly column-diagonally dominant, i.e. there

exists a positive constant β > 0, such that

B̃ii −
∑

j 6=i

|B̃ji| > β > 0,

for every i = 1, . . . , n.
(2) K̃(s)

.
= R(U∗)−1K(s)R(U∗) ∈ L1[0,+∞) is absolutely column dominated

by B̃, i.e. there exists a positive constant κ > 0, such that
∫ +∞

0

n∑

j=1

|K̃ji(s)| ds < κ, for all i = 1, . . . , n

and

0 ≤ κ < β.

(3) H(·) ∈ L1[0,+∞).

Some comments on the above assumptions: We recall that Dafermos and Hsiao
[14] treated systems (1.6) by the random choice method and proved global existence
under Assumption (1). Also, Christoforou [7] recently established the vanishing
viscosity method for systems (1.6) under the same assumption. In other words,
Assumption (1) induces the dissipation on the system via the source g. Moreover,
we impose Assumption (2) to assure that the convolution K ∗u term can be treated
as a lower order perturbation in terms of g. Last, Assuption (3) is needed since we

require L1 bounds. For symmetry, we define H̃(t)
.
= R(U∗)−1H(t)R(U∗).

The principal results are stated in the following theorem.

Theorem 1. Consider the Cauchy problem

(2.5) Uε
t +A(Uε)Uε

x + g(Uε) = H(t) Ū −
∫ t

0

K(t− τ)Uε(τ, x) dτ + εUε
xx

(2.6) Uε(0, x) = Ū(x).

Assume that the matrices A(U) have real distinct eigenvalues λ1(U) < λ2(U) <
. . . < λn(U) and Assumptions A hold. There exists a constant δ0 > 0 such that if

Ū − U∗ ∈ L1 and

(2.7) TV {Ū} < δ0,
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then for each ε > 0 the Cauchy problem (2.5)-(2.6) has a unique solution Uε, defined

for all t ≥ 0, that satisfies

(2.8) TV {Uε(t, ·)} +

∫ t

0

TV {Uε(s, ·)} ds ≤ C TV {Ū},

where C is a positive constant that is independent of t and ε. Moreover, the solutions

to (2.5) are stable L1 with respect to the initial data; if V ε is another solution of

(2.5) with initial data V̄ , then

(2.9) ‖Uε(t) − V ε(t)‖L1 +

∫ t

0

‖Uε(τ) − V ε(τ)‖L1dτ ≤ L ‖Ū − V̄ ‖L1 .

Furthermore, the continuous dependence property with respect to time holds, i.e.

(2.10) ‖Uε(t) − Uε(s)‖L1 ≤ L′(|t− s| + √
ε|
√
t−√

s|),
for t, s > 0. Finally, as ε → 0, Uε converges in L1

loc to a function U , which is

the admissible weak solution U of (2.1)-(2.2), when the system is in conservation

form, A = DF .

The integrability of the total variation is induced by the dissipativeness Assump-
tions (1)–(2) and in particular the requirement κ < β. Recall that in [7], when
H = K = 0, the total variation is exponentially decaying in time. Thus, the above
result is an expected generalization of the result in [7]. In view of the discussion
in the introduction, this theorem implies the global existence of weak solutions of
bounded variation to hyperbolic systems of conservation laws with fading memory
(1.3) when (1.3) can be written in the form (2.1).

As already mentioned, we follow closely the fundamental work of Bianchini and
Bressan [3] and the techniques of Christoforou [7] to prove Theorem 1. To begin
with, by rescaling the coordinates, t ∼ t/ε, x ∼ x/ε, system (2.5)-(2.6) reduces to
(2.11)

Ut +A(U)Ux − Uxx + εg(U) = εH(εt)U0 − ε2
∫ t

0

K(ε(t− τ))U(τ) dτ + Uxx,

U(0, x) = U0(x) = Ū(εx).

The total variation of the initial data Uε
0 does not change with ε, while the L1 norm

does. Our goal is to establish a bound

(2.12) TV {U(t, ·)} + ε

∫ t

0

TV {U(s, ·)} ds ≤ CTV {Ū}

for all times t ≥ 0, with C depending solely on the total variation of Ū and not on
‖U0‖L1 .

In order to establish the stability estimate (2.9) in Theorem 1, we shall also work
with the linearized evolution equation which governs an infinitesimal perturbation
Z of U :
(2.13)

Zt+A(U)Zx+εDg(U)Z−Zxx+(Z•A(U))Ux = εH(εt)Z0−ε2
∫ t

0

K(ε(t−τ))Z(τ) dτ,

and establish a bound of the form

(2.14) ‖Z(t)‖L1 + ε

∫ t

0

‖Z(s)‖ ds ≤ L ‖Z(0)‖L1.
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Having (2.12) and (2.13), we can complete the proof.
The proof of the theorem is presented in the following sections. The structure of

the paper is: In Section 3, we outline the proof for the convenience of the reader.
In Section 4, we prove (2.12) and (2.14) over a time interval of length O(δ−2

0 ) by
using standard parabolic estimates. We also obtain L1 bounds of higher order
derivatives of Ux and Z. In Sections 5–7, we extend the validity of these estimates
up to t = ∞, by using the hyperbolic structure of the system. The reason of this
two-step approach is that the parabolic estimates apply even when the derivatives
of the initial data are large, but are only valid on a finite time interval, whose
length depends on total variation of initial data; whereas, the hyperbolic estimates
are valid for all times, but require initial values with small derivatives. Finally, in
Section 8 by rescaling the coordinates backwards, we complete the proof of Theorem
1.

Now, lets return to the original hyperbolic system (2.1) for a moment. Since
the existence of weak solutions to (2.1)–(2.2) has been established by Theorem 1,
we raise the question of letting the kernel K tend to zero pointwise or equivalently
κ → 0. To emphasize the dependence of solutions to (2.1)–(2.2) on K, we denote
the admissible weak solution constructed by the method of vanishing viscosity by
Uκ and assume κ ∈ (0, κ0).

Remark 2. Suppose that the hypotheses of Theorem 1 hold and κ ∈ (0, κ0). De-

note by Uκ(t, x) the weak solution to (2.1)–(2.2) obtained by the vanishing viscosity

method. Moreover, assume that the kernel K of the non-local source term in (2.1)
tends to 0 pointwise a.e. Then, Uκ converges in L1

loc to an admissible weak solution

U of the Cauchy problem

(2.15) Ut +A(U)Ux + g(U) = H(t) Ū ,

(2.16) U(0, x) = Ū(x), x ∈ R.

The validity of the above remark is due to the observation that all estimates
(2.8)-(2.10) are independent not only of ε, but also of 1/κ. Indeed, all calculations
in the following sections show that as the viscosity parameter ε vanishes

(2.17) TV {Uκ(t, ·)} + α

∫ t

0

TV {Uκ(s, ·)} ds ≤ C TV {Ū},

where α− (β−κ) = O(1) δ0 and C > 0 depends on κ0 and 1/(β−κ). Therefore, we
can extract a convergent subsequence Uκj that converges to the admissible weak
solution of (2.15)–(2.16).

It should be noted that if H ≡ 0, then in this way we recover the weak solution
to (1.6) as constructed in [7]. Observe that in such a case α ≈ β, which is the same
exponential decay rate of the total variation as shown in [7]. Thus, the estimates
to (2.1)–(2.2) reduce to the corresponding ones in [7] as κ→ 0.

3. Outline of the proof

The proof is carried out in two steps. Using parabolic estimates, we first obtain
the local existence of solutions to (2.11) and prove the desired bounds (2.12) and
(2.14) for t ∈ [0, t̂], where t̂ = O(δ−2

0 ). We also show that if (2.12) and (2.14) hold

for t ≥ t̂, then similar L1-bounds hold in on higher-order derivatives of U and Z.
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Having this result, we are able to decompose the gradient

Ux =

n∑

i=1

Vir̃i

into a sum of gradients of viscous traveling waves selected by a center manifold
technique. This critical idea of Bianchini and Bressan in [3] helps to get a sharp
estimate in ‖Ux(t)‖L1 . We modify the decomposition for the time derivative Ut in
order to correct the speed of the viscous traveling waves to our setting, in other
words to take care the source terms in a way similar to Christoforou in [7], i.e.

Ut + ε∆(U, t, ε) =

n∑

i=1

(Wi − λ∗i Vi)r̃i,

where

(3.1) ∆ := g(U) −H(εt)U0 + ε

∫ t

0

K(ε(t− τ))U(τ) dτ

and λ∗i = λi(U
∗). It remains to study the evolution of each component Vi and Wi.

We show that (V, W ) satisfy a 2n× 2n coupled-system of viscous balance laws of
similar type to (2.11). More precisely, we have
(
V
W

)

t

+

[(
Λ 0
0 Λ

)(
V
W

)]

x

−
(
V
W

)

xx

+ ε

(
B1 B♯

B♭ B2

)(
V
W

)
= ε

(
H1 H♯

H♭ H2

)(
V0

W0

)

− ε2
∫ t

0

(
K1 K♯

K♭ K2

)(
V (τ)
W (τ)

)
dτ +

(
Φ
Ψ

)
(3.2)

where Λ = diag(λ̃i) is a diagonal matrix with λ̃i ≈ λi, the matrix

B .
=

(
B1 B♯

B♭ B2

)

is diagonally dominant and satisfies

‖
(
B1 B♯

B♭ B2

)
−
(
B̃ 0

0 B̃

)
‖∞ = O(1)δ0,

where B̃ is defined by Assumption (2). Also, the matrix

H .
=

(
H1 H♯

H♭ H2

)

satisfies

(3.3) ε sup
x

|H| ∈ L1(M2n×2n; [0,+∞)), ε‖H‖L1 = ‖H̃‖L1 + O(1) δ0.

Last,

K .
=

(
K1 K♯

K♭ K2

)

is absolutely column dominated by B for sufficiently small δ0. More precisely,

‖
(
K1 K♯

K♭ K2

)
−
(
K̃ 0

0 K̃

)
‖∞ + ε

∫ ∞

0

‖
(
K1 K♯

K♭ K2

)
−
(
K̃ 0

0 K̃

)
‖∞ ds = O(1)δ0,



8 CLEOPATRA CHRISTOFOROU

and

(3.4) ε

n∑

j=1

∫ +∞

0

|K1
ji(εs)| + |K♭

ji(εs)| ds = κ+ O(1)δ0.

Similarly for the matrices K2 and K♯. By O(1), we denote a universal constant
independent of ε and t. It worths noting that the ε factor in the above estimates
is induced by the rescaling of coordinates.

It suffices to show that all |Φi| and |Ψi| are integrable over the half plane {t >
t̂, x ∈ R}. We analyze the form of the various source terms Φ and Ψ that can be
regarded as the result of interactions between viscous waves. To achieve this, we
employ various functionals that were introduced in [3] as well as supplementary
functionals that control source terms as in [7]. In this way, we finally estimate the
integral ∫ ∞

t̂

∫ ∑

i

(|Φi(t, x)| + |Ψi(t, x)|) dx dt = O(1)δ20

and this yields the desired a priori bound on ‖Ux(t, ·)‖L1 .
This was a summary of the main steps in the proof of the following lemma which

plays a central role in the proof of BV bounds (2.12).

Lemma 3.1. Let U be a solution of (2.11) such that for t ∈ [t̂, T ], U satisfies

(3.5) ‖Ux(t)‖L1 + ε

∫ t

t̂

‖Ux(s)‖L1 ds ≤ δ0.

Assume that the vectors Φ and Ψ that appear in the source of (3.2) satisfy

(3.6)

∫ T

t̂

∫ ∑

i

(|Φi(t, x)| + |Ψi(t, x)|) dx dt ≤ δ0,

then the following estimate holds

(3.7)

∫ T

t̂

∫ n∑

i=1

(|Φi(t, x)| + |Ψi(t, x)|) dx dt = O(1)δ20 ,

for sufficiently small δ0.

Now, we proceed to complete the proof of the uniform BV bounds. Consider
any initial data Ū : R  R

n, with

(3.8) TV {Ū} ≤ δ0 (1 + ‖H̃‖L1)−1

8
√
nk (1 + ‖H‖L1)

, lim
x→−∞

Ū(x) = U∗ ∈ K,

for some appropriate constant k. By parabolic estimates, the solution U to (2.11)
exists on an initial time interval [0, t̂], satisfying the bound

(3.9) ‖Ux(t̂)‖L1 + ε

∫ t̂

0

‖Ux(s)‖L1 ds ≤ 1

4
√
n
δ0

and can be prolonged in time as long as its total variation remains small. Define
the time

(3.10) T
.
= sup{τ ;

∑

i

∫ τ

t̂

∫
(|Φi(t, x)| + |Ψi(t, x)|) dx dt ≤

δ0
4
}.
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We claim that T = ∞. Indeed, if T < ∞, then, for t ∈ [t̂, T ], the properties of
system (3.2) imply
∑

i

‖Vi‖t + ε(β − µ)
∑

i

‖Vi‖ ≤ ε sup
x

(H)‖V0‖ +
∑

i

‖Φi‖

− ε2
∑

i

∫ t

0


K1

ii(ε(t− τ)) −
∑

j 6=i

|K1
ji(ε(t− τ))| −

∑

j

|K♭
ji(ε(t− τ))|


 ‖Vi(τ)‖ dτ

(3.11)

where ‖ · ‖ denotes the L1-norm and µ > 0 an arbitrarily small positive constant
that is µ = O(1)(δ0). Let ‖V ‖ =

∑
i ‖Vi‖L1 . Integrating with respect to time,

changing the order of integration and using (3.4), we get

‖V (t)‖ + ε(β − µ)

∫ t

t̂

‖V (τ)‖ dτ ≤ ‖V (t̂)‖ + ε‖ sup
x

H‖L1‖V0‖ +

∫ t

t̂

‖Φ(τ)‖ dτ

+ ε(κ+ µ)

∫ t

0

‖V (τ)‖ dτ(3.12)

Equivalently,

‖V (t)‖ + ε(β − κ− 2µ)

∫ t

t̂

‖V (τ)‖ dτ ≤‖V (t̂)‖ + ε(κ+ µ)

∫ t̂

0

‖V (τ)‖ dτ

+ (‖H̃‖L1 + O(1)δ0) ‖V0‖ +

∫ t

t̂

‖Φ(τ)‖ dτ(3.13)

for sufficiently small δ0. Since β − κ − 2µ > 0 for sufficiently small δ0, without
loss of generality we assume β − κ − 2µ = 1. Otherwise, we can always scale all
multiples of δ0 to achieve the same contradiction argument. Hence for all t ∈ [t̂, T ],
by (3.9), (3.8), (3.3) and (3.10), we conclude

‖Ux(t)‖L1 + ε

∫ t

t̂

‖Ux(t)‖L1 ≤ ‖V (t)‖ + ε

∫ t

t̂

‖V (τ)‖ dτ

≤ 2
√
n
δ0

4
√
n

+ (‖H̃‖L1 + O(1)δ0) 2
√
nTV {Ū} +

δ0
4
< δ0(3.14)

By Lemma 3.1, it follows

(3.15)
∑

i

∫ T

t̂

∫
(|Φi(t, x)| + |Ψi(t, x)|) dx dt = O(1)δ20 <

δ0
2

which leads to a contradiction by the choice of T in (3.10) provided that δ0 is
suitably small. Thus, the total variation remains bounded, TV {U(t)} < δ0 for all
t ∈ [t̂,∞), whence the solution U is globally defined.

The proof of Lemma 3.1 will be established by studying carefully the form of the
source terms Φi and Ψi, i = 1, . . . , n.

The analysis of stability is in Section 7. The proof of (2.14) is a generalization
of the above techniques.

4. Parabolic estimates.

This section investigates the local existence of solutions to (2.11) and (2.13)
and bounds (2.12) and (2.14) over an initial time interval by means of parabolic
estimates.
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To begin with, we rewrite system (2.13) as

Zt +A∗Zx + εDg(U∗)Z − Zxx =εH(εt)Z0 − ε2
∫ t

0

K(ε(t− τ))Z(τ) dτ,

+ (A∗ −A(U))Zx − (Z •A(U))Ux

+ ε(Dg(U∗) −Dg(U))Z(4.1)

where A∗ .
= A(U∗) and D is the gradient operator with respect to the state vector

U . Also, s • Φ denotes the derivative of Φ in the direction of s, i.e. ∇sΦ.
We quote the following lemma of [7], which provides us with L1 bounds on the

Green’s kernel of the principal part of (4.1).

Lemma 4.1. Under the hypotheses of Theorem 1, for all t > 0, the Green’s kernel

G of the parabolic system

(4.2) wt +A∗wx − wxx + εDg(U∗)w = 0

satisfies the bounds

(4.3) ‖G(t)‖L1 +ε

∫ t

0

‖G(s)‖L1 ds ≤ k, ‖Gx(t)‖L1 ≤ k√
t
, ‖Gxx(t)‖L1 ≤ k

t
,

for some appropriate constant k.

To be precise, the above lemma in [7] states that the above L1 bounds have
exponential decay, i.e. ‖G(t)‖L1 ≤ ke−εβt, etc, where β is the constant induced by
the diagonal dominance condition, see Assumption (1).

Here, we define some useful constants:

(4.4) t̂
.
= (

1

400k α δ0
(1 + β−1))2, ε0

.
= k2α δ20 << k2α δ0,

(4.5) α
.
= sup

u
(‖DA‖∞ + ‖D2A‖∞ + ‖D2g‖∞) + ‖K(t)‖L1[0,∞) + ‖H(t)‖∞,

where k is the constant in (4.3) and δ0 << 1.
By means of parabolic arguments, we now establish the following results:

Proposition 4.2. Let U , Z be solutions of systems (2.11), (2.13) respectively,

satisfying the bounds

(4.6)

‖Ux(t)‖L1 + ε

∫ t

0

‖Ux(τ)‖L1 dτ ≤ δ0, ‖Z(t)‖L1 + ε

∫ t

0

‖Z(τ)‖L1 dτ ≤ δ0,

for some constant 0 < δ0 < 1 and for all t ∈ [0, t̂] and ε ∈ [0, ε0]. Then for t ∈ [0, t̂]
the following estimates hold:

(4.7) ‖Uxx(t)‖L1 , ‖Zx(t)‖L1 ≤ 2 k δ0
t1/2

,

(4.8) ‖Uxxx(t)‖L1 , ‖Zxx(t)‖L1 ≤ 5 k2 δ0
t

,

(4.9) ‖Uxxx(t)‖L∞ , ‖Zxx(t)‖L∞ ≤ 16 k3 δ0
t3/2

,

where k is the constant in (4.3).
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Moreover, if the bounds (4.6) hold on a larger interval [0, T ], then for all t ∈
[t̂, T ],

‖Uxx(t)‖L1 , ‖Ux(t)‖L∞ , ‖Zx(t)‖L1 = O(1)δ20 ,(4.10)

‖Uxxx(t)‖L1 , ‖Uxx(t)‖L∞ , ‖Zxx(t)‖L1 = O(1)δ30 ,(4.11)

‖Uxxx(t)‖L∞ , ‖Zxx(t)‖L∞ = O(1)δ40 .(4.12)

Proof. Employing the Green’s function G(t, x) and (4.1), the infinitesimal pertur-
bation Z of U can be written as follows

Z(t) = G(t) ∗ Z(0) +

∫ t

0

G(t− s) ∗ [(A∗ −A(U))Zx(s) − (Z •A(U))Ux(s)] ds

+ ε

∫ t

0

G(t− s) ∗H(εs)Z(0) ds+ ε

∫ t

0

G(t− s) ∗ (Dg(U∗) −Dg(U))Z(s) ds

− ε2
∫ t

0

G(t− s) ∗
∫ s

0

K(ε(s− τ))Z(τ) dτ ds,

(4.13)

where ∗ denotes convolution. Differentiating with respect to x yields

Zx(t) = Gx(t) ∗ Z(0) +

∫ t

0

Gx(t− s) ∗ [(A∗ −A(U))Zx(s) − (Z •A(U))Ux(s)] ds

+ ε

∫ t

0

Gx(t− s) ∗H(εs)Z(0) ds+ ε

∫ t

0

Gx(t− s) ∗ (Dg(U∗) −Dg(U))Z(s) ds

− ε2
∫ t

0

Gx(t− s) ∗
∫ s

0

K(ε(s− τ))Z(τ) dτ ds.

(4.14)

Let T < t̂ be the first time at which (4.7) holds as an equality, then we estimate
‖Zx(T )‖L1 via (4.14). By (4.6) and Lemma 4.1, we get

‖Zx(T )‖L1 ≤ ‖Gx(T )‖L1 ‖Z(0)‖L1 +

∫ T

0

‖Gx(T − s)‖L1

[
‖(A∗ −A(U))Zx(s)‖L1

+ ‖(Z •A(U))Ux(s)‖L1 + ε‖(Dg(U∗) −Dg(U))Z(s)‖L1

+ ε|H(εs)| ‖Z(0)‖L1 + ε2
∫ s

0

|K(ε(s− τ))| ‖Z(τ)‖L1 dτ
]
ds

≤ k√
T
δ0 +

∫ T

0

k√
T − s

[
‖DA‖L∞‖Ux(s)‖L1‖Zx(s)‖L1

+ ‖Z(s)‖L∞‖DA‖L∞‖Ux(s)‖L1 + ε‖D2g‖L∞‖Ux(s)‖L1‖Z(s)‖L1

+ ε‖H‖∞ δ0 + εδ0‖K‖L1

]
ds

<
kδ0√
T

+ 2‖DA‖L∞

∫ T

0

k√
T − s

2kδ0√
s
ds+ ε‖D2g‖L∞δ20k2

√
T

+ εk δ0‖H‖∞2
√
T + εk δ0‖K‖L12

√
T

<

[
kδ0√
T

+ 16k2αδ20 + εkδ02
√
T ( ‖D2g‖L∞δ0 + ‖H‖∞ + ‖K‖L1)

]
.(4.15)
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For values of ε in [0, ε0], the above estimate simplifies to

(4.16) ‖Zx(T )‖L1 <

[
kδ0√
T

+
1

25

kδ0√
T

+
1

8 · 104

kδ0√
T

]
<

2kδ0√
T
,

which contradicts the choice of T . Hence the estimate (4.7) holds over the interval
[0, t̂]. Moreover, a solution of (4.1) is Z = Ux, hence the same bound holds for
‖Ux(t)‖L1 .

To prove the remaining estimates, we argue in the same manner. We first ex-
press Zxx(t) in terms of the Green’s kernel G and then estimate ‖Zxx(t)‖L1 and
‖Zxx(t)‖L∞ via the above equation.

To prove (4.10)-(4.12) for t ∈ [t̂, T ], apply the same estimates on the time interval
[t− t̂ , t], whose length is t̂ ≈ δ−2

0 .

Similarly, we prove (2.12) and (2.14) over [0, t̂].

Proposition 4.3. Let U = U(t, x), Z = Z(t, x) be solutions of (2.11), (2.13),
respectively, such that

(4.17)

TV {U(0, ·)} ≤ δ0
4k(1 + ‖H‖L1(0,∞))

, ‖Z(0)‖L1 ≤ δ0
4k(1 + ‖H‖L1(0,∞))

.

Then U , Z are well-defined on the whole interval [0, t̂] satisfying the bounds

(4.18) ‖Ux(t)‖L1 + ε

∫ t

0

‖Ux(s)‖L1 ds ≤ δ0
2
, ‖Z(t)‖L1 + ε

∫ t

0

‖Z(s)‖L1 ds ≤ δ0
2
,

for all t ∈ [0, t̂].

Proof. The proof is by contradiction. If T < t̂ is the first time at which (4.18) holds
as an equality, then by the expression (4.13) for t = T , we get

‖Z(T )‖L1 ≤ ‖G(T )‖L1 ‖Z(0)‖L1 +

∫ T

0

‖G(T − s)‖L1

[
‖Ux(s)‖L1‖DA‖L∞‖Zx(s)‖L1

+ ‖Z(s)‖L∞‖DA‖L∞‖Ux(s)‖L1 + ε‖Ux(s)‖L1‖D2g‖L∞‖Z(s)‖L1

]
ds

+ ε

∫ T

0

‖G(T − s)‖L1 |H(εs)| ‖Z(0)‖L1

+ ε2
∫ T

0

‖G(T − s)‖L1

∫ s

0

|K(ε(s− τ))| ‖Z(τ)‖ dτ ds.

(4.19)

If one sets Z = Ux, then the above estimate proves the bound (4.18.1) by a contra-
diction argument. Having this, we derive the bound (4.18.2) on Z as follows: by
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(4.7), (4.17), (4.18.1) and the above inequality, yields

‖Z(T )‖L1 + ε

∫ T

0

‖Z(t)‖L1 dt ≤ k‖Z(0)‖L1

+

∫ T

0

G2(T − s)

(
2
δ0
2
‖DA‖L∞

2kδ0√
s

+ ε
δ20
4
‖D2g‖L∞

)
ds

+ ε

∫ T

0

G2(T − s) |H(εs)|‖Z(0)‖L1 ds

+ ε2
∫ T

0

G2(T − s)

∫ s

0

|K(ε(s− τ))|‖Z(τ)‖ dτ ds,(4.20)

where

G2(T − s)
.
= ‖G(T − s)‖L1 + ε

∫ T

s

‖G(t− s)‖L1 dt.

It is easy to verify that ‖G(t)‖L1 + ε
∫∞

0 ‖G(s)‖L1 ds < (1 + 1
β ), using the proof of

Lemma 4.1 in [7]. Hence, the above estimate reduces to

‖Z(T )‖L1 + ε

∫ T

0

‖Z(t)‖L1 dt ≤ k(1 + ‖H‖L1[0,∞))‖Z(0)‖L1

+ 2k(1 +
1

β
)δ20‖DA‖L∞

√
T

+ ε (1 +
1

β
)
δ0
2
T
[δ0

2
‖D2g‖L∞ + ‖K‖L1[0,∞)

]
.(4.21)

Consequently,

(4.22) ‖Z(T )‖L1 + ε

∫ T

0

‖Z(t)‖L1 dt <

[
δ0
4

+
δ0
200

+
δ0

8 · 104

]
<
δ0
2
,

for all ε ∈ [0, ε0). This contradicts the choice of T < t̂. The proof is complete.

5. Decomposition along gradients of viscous traveling waves.

In this section, we decompose the gradient Ux and the time derivative Ut point-
wise along gradients of viscous traveling waves as first constructed by Bianchini
and Bressan [3, 2] by a center manifold argument. The decomposition is similar
to that one used in [7]. First, we quote a summary of the results and the main
estimates in [3]. For each i, we consider the viscous traveling i-waves U(x − σit)
that are solutions to the system of conservation laws Ut + A(U)Ux = Uxx, having
speed σi ≈ λi(U

∗) and corresponding to trajectories of the flow

(5.1)
u̇ = v
v̇ = (A(u) − σi I)v
σ̇i = 0

that lie on the center manifold Ci ⊂ R
n × R

n × R

(5.2) Ci =
{
(U, V, σi) : V = Vir̃i, |U − U∗| < δ, |Vi| < δ, |σi − λ∗i | < δ

}
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as described in Section 4 of [3]. The unit vector r̃i = r̃i(U, Vi, σi) is defined in a small
neighborhood of (U∗, 0, λ∗i ) and tends to r∗i

.
= ri(U

∗) as (U, Vi, σi) → (U∗, 0, λ∗i ).
We use the same notation as in [3, 7]:

(5.3) r̃i,U
.
=
∂r̃i
∂U

, r̃i,V
.
=
∂r̃i
∂Vi

r̃i,σ
.
=
∂r̃i
∂σi

.

The following identity plays a key role in controlling the component source terms
Φi and Ψi:

(5.4) (A(U) − λ̃iI)r̃i = Vi(r̃i,U r̃i + (λ̃i − σi)r̃i,V ),

where λ̃i is the “generalized eigenvalue” defined as λ̃i
.
= 〈r̃i, A(U)r̃i〉. This identity

is fundamental since it corresponds to (A(U) − λiI)ri = 0. By continuity, (5.4)
implies

(5.5) r̃i(U, 0, σi) = ri(U),

and λ̃i → λi(U) as Vi → 0 and we deduce the following important estimates:

r̃i(U, Vi, σi) − ri(U) = O(1) · Vi, r̃i,σ = O(1) · Vi,(5.6)

r̃i,Uσ = O(1) · Vi r̃i,σσ = O(1) · Vi,(5.7)

|λ̃i(U, Vi, σi) − λi(U)| = O(1) · Vi, λ̃i,σ = O(1) · Vi.(5.8)

Without loss of generality, we can assume that the eigenvectors ri(U
∗) form an

orthonormal basis, hence

(5.9)
〈r̃i(U, Vi, σi), r̃j(U, Vj , σj)〉 = δij + O(1)δ0,

〈r̃i, A(U)r̃j〉 = O(1)δ0 for i 6= j.

These estimates of [3] will be used in the forthcoming sections in order to control
the component source terms Φi, Ψi.

Now, we employ the above construction to decompose Ux. Let U be a smooth
solution of system of viscous balance laws (2.11). For each point x, given (U , Ux,
Uxx), we seek (V,W ) ∈ R

2n such that

(5.10)

Ux =

n∑

i=1

Vir̃i(U, Vi, σi)

Ut + ε∆(U, t, ε) =

n∑

i=1

(Wi − λ∗i Vi)r̃i(U, Vi, σi),

while

(5.11) ∆ := g(U) −H(εt)U0 + ε

∫ t

0

K(ε(t− τ))U(τ) dτ.

The speed is given by

(5.12) σi = λ∗i − θ

(
Wi

Vi

)
,

where θ is a cutoff function

(5.13) θ(s) =

{
s |s| ≤ δ1
0 |s| ≥ 3δ1,

|θ′(s)| ≤ 1, |θ′′(s)| ≤ 4/δ1.

It is necessary to insert the cutoff function θ in order to guarantee that the speed
σi remains close to λ∗i and therefore r̃i(U, Vi, σi) is well defined. From now on, we use

the usual abbreviation θi
.
= θ(Wi

Vi
). The presence of ε-term in the decomposition of
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Ut is crucial, as it corrects the speed of the viscous i−traveling waves when passing
from the system of conservation laws to the system of balance laws. Observe that
the decomposition (5.10) corresponds to viscous traveling waves Ui such that

Ui(x) = U(x), Ui
′(x) = Vir̃i, Ui

′′ = (A(U) − σi)Ui.

Thus, Ux(x) =
∑

i U
′
i(x) and

(5.14) Uxx(x) =
∑

i

U ′′
i (x)

when the cutoff function θ is the identity map. For more details, see the calculations
in [7]. In other words, when the cutoff is not active, there is also a good fit of the
second derivative Uxx due to the ε-term in (5.10).

The validity of the decomposition is confirmed by the following lemma.

Lemma 5.1. Assume that |U − U∗|, |Ux| and |Uxx| are sufficiently small. Then

there exists a unique solution (V,W ) to system (5.10) such that the map (U,Ux, Uxx) 7→
(V,W ) is smooth outside the manifolds Ni =

{
(V,W ); Vi = Wi = 0

}
, i = 1, . . . , n;

more precisely it is C1,1, i.e. continuously differentiable with Lipschitz continuous

derivatives on a neighborhood of the point (U∗, 0, 0).

Proof. Following [7], the map (V,W ) 7→ G(U ;V,W ) defined by

(5.15)

G : R
n × R

n × R
n 7→ R

2n

(U, V,W ) 7→
n∑

i=1

Gi(U ;Vi,Wi),

(5.16) Gi(U ;Vi,Wi) =

(
Vir̃i(U, Vi, λ

∗
i − θ(Wi

Vi
))

(Wi − λ∗i Vi)r̃i(U, Vi, λ
∗
i − θ(Wi

Vi
))

)
,

is C1 and invertible in a small neighborhood of (0, 0). Thus given (U,Ux, Uxx), there
exists unique (V,W ) such that

(5.17) G(U ;V,W ) = (Ux, Uxx −A(U)Ux) = (Ux, Ut + ε∆(U, t, ε))

and (5.10) holds. Following the details in [7], one can complete the proof.

The following lemma states the bounds on V and W that correspond to the
bounds on the Ux, Uxx and Uxxx derived in Section 4.

Lemma 5.2. Assume that bounds (4.6) hold on [0, T ], then, the components Vi,

Wi in (5.10) satisfy the following estimates

‖Vi(t)‖L1 , ‖Wi(t)‖L1 , ε

∫ t

0

‖Vi(s)‖L1ds, ε

∫ t

0

‖Wi(s)‖L1ds = O(1)δ0,(5.18)

‖Vi(t)‖L∞ , ‖Wi(t)‖L∞ , ‖Vi,x(t)‖L1 , ‖Wi,x(t)‖L1 = O(1)δ20 ,(5.19)

‖Vi,x(t)‖L∞ , ‖Wi,x(t)‖L∞ = O(1)δ30 ,(5.20)

for all t ∈ [t̂, T ].

Proof. Use the local invertibility of the map G(U ; ·, ·) and the estimates in Lemma
4.2.



16 CLEOPATRA CHRISTOFOROU

6. The evolution of the components.

This section investigates the evolution of the components Vi and Wi in the de-
composition (5.10), which places a significant role in the proof of Lemma 3.1.

Lemma 6.1. The unique solution (V,W ) of decomposition (5.10) satisfies a 2n×2n
system of balance laws with source of the form:

(
V
W

)

t

+

[(
Λ 0
0 Λ

)(
V
W

)]

x

−
(
V
W

)

xx

+ε

(
B1 B♯

B♭ B2

)(
V
W

)
= ε

(
H1 H♯

H♭ H2

)(
V0

W0

)

−ε2
∫ t

0

(
K1 K♯

K♭ K2

)(
V (τ)
W (τ)

)
dτ +

(
Φ
Ψ

)
,(6.1)

where Λ is the n×n diagonal matrix with entries {λ̃i}, the matrix B .
=
(

B1 B♯

B♭ B2

)
is

diagonally dominant, the matrix H .
=
(

H1 H♯

H♭ H2

)
is in L1(M2n×2n; [0,+∞)) and the

matrix K .
=
(

K1 K♯

K♭ K2

)
is absolutely dominated by B. More precisely,

(6.2) ‖
(
B1 B♯

B♭ B2

)
−
(
B̃ 0

0 B̃

)
‖∞ = O(|U − U∗|, |V |, |W |) = O(1)δ0,

(6.3) ‖
(
H1 H♯

H♭ H2

)
−
(
H̃ 0

0 H̃

)
‖∞ = O(|U − U∗|, |V |, |W |) = O(1)δ0,

(6.4) ‖
(
K1 K♯

K♭ K2

)
−
(
K̃ 0

0 K̃

)
‖∞ = O(|U − U∗|, |V |, |W |) = O(1)δ0,

and

(6.5) B1
ii −

∑

j 6=i

|B1
ji| −

n∑

j=1

|B♭
ji| > β + O(1) δ0,

(6.6) B2
ii −

∑

j 6=i

|B2
ji| −

n∑

j=1

|B♯
ji| > β + O(1) δ0,

(6.7) ε

∫ +∞

0

n∑

j=1

|K1
ji(εs)| +

n∑

j=1

|K♭
ji(εs)| ds < κ+ O(1)δ0,

(6.8) ε

∫ +∞

0

n∑

j=1

|K2
ji(εs)| +

n∑

j=1

|K♯
ji(εs)| ds < κ+ O(1)δ0,



SYSTEMS OF HYPERBOLIC CONSERVATION LAWS WITH MEMORY 17

where B̃, H̃, K̃, κ and β are given in Assumptions A. Furthermore, the component

source terms Φ and Ψ in (6.1) satisfy the bounds

Φi,Ψi = O(1) ·
∑

j 6=i

(|VjVi| + |Vj,xVi| + |VjWi| + |VjWi,x| + |WjWi| + |Vj,xWi|

+ |Vj,xVi,x| + |Vj,xWi,x| + |WjWi,x| + |Wj,xWi,x|) −→ Transversal

+O(1) ·
∑

j

|Vj,xWj − VjWj,x| −→ Change in speed, Linear

+O(1) ·
∑

j

∣∣∣∣Vj

(
Wj

Vj

)

x

∣∣∣∣
2

· χ{|Wj/Vj |<3δ1} −→ Change in speed, Quadratic

+O(1) ·
∑

j

(|Vj,x| + |Wj,x|) · |Wj − θjVj |. −→ Cutoff(6.9)

Proof. To begin with, upon differentiating (2.11) with respect to x and t respec-
tively, one obtains the evolution equations of Ux and Ut

(6.10)

Uxt + (A(U)Ux)x + ε(g(U))x − εH(εt)U0,x + ε2
∫ t

0

K(ε(t− τ))Ux(τ) dτ − (Ux)xx = 0

Utt + (A(U)Ut)x + ε (∆(U, t, ε))t − (Ut)xx = (Ux •A(U))Ut − (Ut •A(U))Ux.

Using the decomposition (5.10), we can rewrite the above equations as shown
below. It should be noted that many of the calculations are omitted and we refer
the reader to the appendix of [7] for more details. Here, we only choose to present
the resulting equations after heavy computations.

∑

i

(Vi,t+(λ̃iVi)x − Vi,xx)[r̃i + Vi r̃i,V + θ′i
Wi

Vi
r̃i,σ ]

+
∑

i

(Wi,t + (λ̃iWi)x −Wi,xx)[−θ′ir̃i,σ] + ε
∑

i

Vi[Dg(U)r̃i − r̃i,U g(U)] =

=ε
∑

i

[
H(εt)V0i,x r̃i(0) − Vi r̃i,U H(εt)U0

]

− ε2

[∑

i

∫ t

0

K(ε(t− τ))Vi(τ) r̃i(τ) dτ − Vi r̃i,U

∫ t

0

K(ε(t− τ))U(τ) dτ

]

+
∑

i

αi,(6.11)
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and
∑

i

(Vi,t + (λ̃iVi)x − Vi,xx)[Wi r̃i,V + θ′i
(Wi

Vi

)2
r̃i,σ ]

+
∑

i

(Wi,t + (λ̃iWi)x −Wi,xx)[r̃i − θ′i
Wi

Vi
r̃i,σ ]

−
∑

i

λ∗i

{
(Vi,t + (λ̃iVi)x − Vi,xx)[r̃i + Vir̃i,V + θ′i

Wi

Vi
r̃i,σ]

− (Wi,t + (λ̃iWi)x −Wi,xx)[θ′ir̃i,σ]
}

+ε
∑

i

(Wi − λ∗i Vi) (Dg(U)r̃i − r̃i,Ug(U))

+ε
∑

i

Vi

(
Dg(U)A(U) −A(U)Dg(U) − g(U) •A(U) + Vir̃i •Dg(U)

)
r̃i

−ε
∑

i

[(W0,i − λ∗i V0,i)H(εt)r̃i(0) − (Wi − λ∗i Vi)r̃i,UH(εt)U0]

−ε
∑

i

V0,i [H(εt)A(U0) −A(U)H(εt)] r̃i(0) + ε
∑

i

Vi(H(εt)U0 •A(U))r̃i

+ε2
∑

i

[∫ t

0

K(ε(t− τ))(Wi(τ) − λ∗iVi(τ))r̃i(τ) dτ

−(Wi − λ∗i Vi) r̃i,U

∫ t

0

K(ε(t− τ))U(τ) dτ

]

+ε2
∑

i

[∫ t

0

Vi(τ)K(ε(t− τ))A(U(τ)) r̃i(τ) dτ −A(U)

∫ t

0

Vi(τ)K(ε(t− τ))r̃i(τ) dτ

]

−ε2
∑

i

Vi

(∫ t

0

K(ε(t− τ))U(τ) dτ •A(U)

)
r̃i =

∑

i

βi − λ∗iαi,

(6.12)

where αi and βi are as given in Appendix A of [7]. Observe that system (6.11)-(6.12)
can be written in the form:(

∂G
∂(V,W )

)(
Vt + (Λ̃V )x − Vxx

Wt + (Λ̃W )x −Wxx

)
+ εB̄

(
V
W

)
=εH̄

(
V0

W0

)
− ε2

∫ t

0

K̄

(
V (τ)
W (τ)

)
dτ

+




∑

i

αi

∑

i

βi − λ∗iαi


 .(6.13)

Here, B̄, H̄ and K̄ are 2 × (2n) matrices with entries:

B̄
.
=

(
B̄11 . . . B̄1n 0 . . . 0
B̄21 . . . B̄2n B̄2(n+1) . . . B̄2(2n)

)
,(6.14)

B̄1j = Dg(u)r̃j − r̃j,U g(U) + r̃j,UH(εt)U0 − εr̃j,U

∫ t

0

K(ε(t− τ))U(τ) dτ,

for j = 1, . . . , n,

B̄1j = 0 j = n, . . . , 2n,
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B̄2j = [Dg(u)A(u) −A(u)Dg(u) − g(u) •A(u) + vj(r̃j •Dg(u))] r̃j
− λ∗j [Dg(U)r̃j − r̃j,U g(U)] + (H(εt)U0 •A(U)) r̃j − λ∗j r̃j,UH(εt)U0

− ε

(∫ t

0

K(ε(t− τ))U(τ) dτ •A(U)

)
r̃j + ελ∗j r̃j,U

∫ t

0

K(ε(t− τ))U(τ) dτ

for j = 1, . . . , n,

B̄2j = Dg(u)r̃j − r̃j,U g(U) + r̃j,UH(εt)U0 − εr̃j,U

∫ t

0

K(ε(t− τ))U(τ) dτ,

for j = n, . . . , 2n;

H̄
.
=

(
H(εt)r̃1(0) . . . H(εt)r̃n(0) 0 . . . 0

H̄21 . . . H̄2n H(εt)r̃1(0) . . . H(εt)r̃n(0)

)
,(6.15)

H̄2j = −λ∗jH(εt)r̃j(0) + [H(εt)A(U0) −A(U)H(εt)] r̃j(0);

K̄
.
=

(
K̄11 . . . K̄1n 0 . . . 0
K̄21 . . . K̄2n K̄11 . . . K̄1n

)
,(6.16)

K̄1j = K(ε(t− τ))r̃j(τ)

K̄2j = −λ∗jK(ε(t− τ))r̃j(τ) + [K(ε(t− τ))A(U(τ)) −A(U)K(ε(t− τ))] r̃j(τ),

for j = 1, . . . , n.
In Lemma 5.1, it is shown that

∂Gi

∂(Vi,Wi)
→
(

r̃i 0
−λ∗i r̃i r̃i

)
, as (Vi,Wi) → (0, 0).

and it is therefore invertible in a neighborhood of (U∗, 0, 0). Hence, by (6.13), we
obtain the evolution equation (6.1). By employing the properties of ∂G

∂(V,W ) already

derived in Lemma 5.1, Assumptions A and estimates (5.6), we verify the statements
(6.2)-(6.4), which imply (6.5)-(6.8). To complete the proof it suffices to investigate
the various component source terms Φ = O(1)

∑
i αi and Ψ = O(1)

∑
i βi − λ∗iαi

that appear in the force of (6.1), where αi and βi are given explicitly in [7]. One
can follow similar calculations to those presented in Appendix A of [7] to verify
that the source (Φ, Ψ) can be written in the given form (6.9). Here, we choose to
omit this part of the proof.

In view of the above lemma, the component source terms Φ, Ψ belong to the
four categories given in (6.9), as in [3, 7]. The name that each category is labeled
comes from the construction of the decomposition and they are the same as in [7].
Having the above result, we prove Lemma 3.1 in the following 4 subsections. For
convenience, we adopt the terminology introduced in [7]:

Definition 6.2. We call a scalar function ξ = ξ(t, x) controllable if (3.6) implies

(6.17)

∫ T

t̂

∫
|ξ(t, x)| dx dt = O(1)δ20 .

Thus Lemma 3.1 amounts to showing that |Φi(t, x)| and |Ψi(t, x)| are controllable
for all i = 1, . . . , n. We employ an interaction potential to control the transversal
terms in Section 6.1. The terms that belong to the change in speed category
whether linear or quadratic, are handled by means of the area and length functionals
of suitable planar curves introduced in Sections 6.2-6.3. Last, in Section 6.4, by
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employing energy methods, it is shown that the cutoff terms are monitored by terms
in the preceding categories and are therefore controllable.

The estimates of the wave interactions follow closely that ones in [7], which
are certainly a generalization of the fundamental techniques first introduced in
[3]. In this paper, we would like to emphasize the structure of system (6.1) and
most importantly to indicate the role of the ε-terms of (6.1) in the proof and the
treatment of the memory term.

For future use, we introduce the following constants:

(6.18) MB = ‖B‖∞, MH = ε

∫ +∞

0

sup
x

|H| dt, MK = ε

∫ +∞

0

sup
x

|K| dt.

The presence of the ε factor is due to the rescaled coordinates. Indeed, notice that
MB, MH and MK are almost equal to the corresponding constants if you replace
B, H and K by B̃, H̃ and K̃ respectively, (6.2)-(6.4) imply that
(6.19)

MB = ‖B̃‖∞+O(1) δ0, MH =

∫ +∞

0

|H̃ | dt+O(1) δ0, MK =

∫ +∞

0

|K̃| dt+O(1) δ0

are independent of ε.

6.1. Transversal terms. In this subsection, we prove that the transversal terms
are controllable, i.e. if the assumptions of Lemma 3.1 hold, then we establish the
following estimate:

∫ T

t̂

∫ ∑

j 6=k

(
|VjVk| + |Vj,xVk| + |VjWk| + |VjWk,x| + |WjWk| + |WjWk,x|

+|Vj,xVk,x| + |Vj,xWk| + |Vj,xWk,x| + |Wj,xWk,x|
)
dx dt = O(1)δ20 ,(6.20)

for sufficiently small δ0. By the strict hyperbolicity of system (6.1), there exists a
positive constant c > 0 such that

(6.21) inf
t,x
λ̃j − sup

t,x
λ̃i ≥ c > 0, ∀ i < j.

First, we prove the result for only those terms that do not involve derivatives.

Lemma 6.3. Let (V, W ) be solution of (6.1) defined for t ∈ [0, T ]. Then for i 6= j,

(6.22)

∫ T

0

∫
|Vi Vj | + |Vi Wj | + |Wi Wj | dx dt =

O(1)

c
δ20 .

Proof. Consider the interaction potential functional

(6.23) Q(z, z̃) =

∫∫
K(x − y)z(x)z̃(y) dx dy,

where the kernel K is given by

(6.24) K(s) =





1

c
s ≥ 0,

1

c
ecs/2 s < 0.
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To verify (6.22), apply the functional Q on the pairs (Vi, Vj), (Vi,Wj), (Wi,Wj) for
i < j. If system (6.1) is homogeneous, then by direct calculations, we get

d

dt
Q(Vi(t), Vj(t)) ≤ −

∫
|Vi(x)| |Vj(x)| dx

− ε

∫∫
K(x − y)

[
sgnVi(x)

∑

k

(
B1

ikVk(x) +B♯
ikWk(x)

−H1
ikV0,k(x) −H♯

ikW0,k(x) + ε

∫ t

0

K1
ikVk(τ, x) +K♯

ikWk(τ, x) dτ
)
|Vj(y)|

+ |Vi(x)|sgnVj(y)
∑

k

(
B1

jkVk(y) +B♯
jkWk(y) −H1

jkV0,k(y) −H♯
jkW0,k(y)

+ ε

∫ t

0

K1
jkVk(τ, y) +K♯

jkWk(τ, y) dτ)
)]
dy dx

since cK′ − 2K′′ is the delta function centered at the origin. Let MB, MH and
MK as given in (6.18). Recalling (5.18), (6.18) and the integrability in time of the
component terms ε ‖Vk‖L1 , we obtain
∫ T

t̂

∫
|Vi(x)Vj(x)| dx dt ≤ Q(Vi(t̂), Vj(t̂))

+
ε

c
MB

∑

k

∫ T

t̂

[
(‖Vk(t)‖L1 + ‖Wk(t)‖L1)‖Vj‖L1 + ‖Vi‖L1(‖Vk(t)|L1 + ‖Wk(t)‖L1)

]
dt

+
ε

c

∑

k

∫ T

t̂

[
(‖V0‖L1 sup

x
|H1

ik| + ‖W0‖L1 sup
x

|H♯
ik|) ‖Vj‖L1

+ ‖Vi‖L1(‖V0‖L1 sup
x

|H1
jk| + ‖W0‖L1 sup

x
|H♯

jk|)
]
dt

+ O(1)
ε

c
MKδ0

∫ T

t̂

‖Vj(t)‖L1 + ‖Vi(t)‖L1 dt

≤1

c
‖Vi(t̂)‖L1‖Vj(t̂)‖L1 +

ε

c
δ20

∫ T

t̂

sup
x

|H| dt+ O(1)
ε

c
δ0(MB +MK)

∫ T

t̂

∑

k

‖Vk‖L1 dt

=
1

c
‖Vi(t̂)‖L1‖Vj(t̂)‖L1 +

O(1)

c
δ20 ,

(6.25)

which easily reduces to (6.22). Similarly, we treat the terms ViWj , WiWj . Hence,
the result clearly holds for the homogeneous system. To complete the proof, con-
sider the fundamental solution (Γ, Γ̃) to system (6.1). In view of the above analysis,

the fundamental solution (Γ, Γ̃) satisfy (6.22). Consequently, it suffices to write the

solution (V,W ) of (6.1) in terms of (Γ, Γ̃) and use the corresponding estimates

(6.22) on the pairs (Γi,Γj), (Γi, Γ̃j) and (Γ̃i, Γ̃j). The result follows.

The next step would be to establish the estimate (6.20) for terms of the type
|Vj,xVk|, |VjWk,x|, |Vj,xWk| and |WjWk,x|. We can express Vj,x by employing the
heat kernel. Then, combining the L1 estimates in Lemma 5.2, we deduce that the
integral ∫ T

t̂

∫
|Vj,xVk| dx dt
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is monitored by the integral (6.22), that is already estimated and this provides the
desired bound. This procedure can also be similarly extended to the remaining
transversal terms, |Vi,xWj,x|, |Vi,x Wj,x| and |Wi,xWj,x| by employing the terms
that are already treated. For more details see [3, 7]. Thus we have shown that all
transversal terms are controllable and (6.20) is valid.

6.2. Swept Area functional. The aim here is to study the ”change in speed,
linear” terms and prove

(6.26)

∫ T

t̂

∫
|Wi,xVi −WiVi,x| dx dt = O(1)δ20 ,

assuming that (3.5) and (3.6) hold. As it was first demonstrated in the fundamental
work of Bianchini and Bressan [3, 1, 2], we should introduce the planar curves

(6.27) γi(t, x) =

(∫ x

−∞

Vi(t, y) dy ,

∫ x

−∞

Wi(t, y) dy

)
,

and investigate their evolution in time. Because of the coupling of the system (6.1),
we further need to study the γ̃i curves given by

(6.28) γ̃i(t, x) =

(∫ x

−∞

Wi(t, y) dy ,

∫ x

−∞

Vi(t, y) dy

)
.

The motivation to employ these additional curves γ̃i has already been illustrated
by Christoforou in [7]. By virtue of system (6.1), these curves γi and γ̃i evolve in
time according to the following equations:

γi,t+λ̃iγi,x − γi,xx + ε

n∑

k=1

(

∫ x

−∞

B1
ik Vk +B♯

ik Wk dy,

∫ x

−∞

B♭
ik Vk +B2

ik Wk dy)

=ε

n∑

k=1

(

∫ x

−∞

H1
ik V0,k +H♯

ik W0,k dy,

∫ x

−∞

H♭
ik V0,k +H2

ik W0,k dy)

−ε2
n∑

k=1

∫ t

0

(

∫ x

−∞

K1
ik Vk(τ) +K♯

ik Wk(τ) dy,

∫ x

−∞

K♭
ik Vk(τ) +K2

ik Wk(τ) dy) dτ

+ (

∫ x

−∞

Φi(t, y) dy,

∫ x

−∞

Ψi(t, y) dy),

(6.29)

γ̃i,t+λ̃iγ̃i,x − γ̃i,xx + ε

n∑

k=1

(

∫ x

−∞

B♭
ik Vk +B2

ik Wk dy,

∫ x

−∞

B1
ik Vk +B♯

ik Wk dy)

=ε

n∑

k=1

(

∫ x

−∞

H♭
ik V0,k +H2

ik W0,k dy,

∫ x

−∞

H1
ik V0,k +H♯

ik W0,k dy)

−ε2
n∑

k=1

∫ t

0

(

∫ x

−∞

K♭
ik Vk(τ) +K2

ik Wk(τ) dy,

∫ x

−∞

K1
ik Vk(τ) +K♯

ik Wk(τ) dy) dτ

+ (

∫ x

−∞

Ψi(t, y) dy,

∫ x

−∞

Φi(t, y) dy).

(6.30)
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Now, we consider the area functional A

(6.31) A(γ, ζ) =
1

2

∫∫

x<y

|γx(x) ∧ ζx(y)| dx dy,

associated with an ordered pair of curves (γ, ζ) as defined in [7]. It should be noted
that this is a generalization of the definition in [3, 1, 2]. In order to derive (6.26),
we employ the functionals A(γi, γj) and A(γi, γ̃j) for i, j = 1, . . . , n. It should be
noted that if γi is a closed curve, A(γi, γi) provides an upper bound for the sum of
the areas of the regions enclosed by the curve counting the corresponding winding
number. It will be shown that the area functionals are monotonically decreasing,
because of the presence of the memory term, which appears as the ε-terms in system
(6.29)-(6.30). This is the result of the next lemma.

Lemma 6.4. Let (V,W ) be solution to (6.1) for t ∈ [0, T ] and assume that the

maps x 7→ V (t, x), x 7→W (t, x) and x 7→ λ̃(t, x) are C1,1. Then the area functionals

satisfy:

∑

i,j

d

dt
[A(γi(t), γj(t)) + A(γi(t), γ̃j(t))] ≤ −

∑

i

‖Wi,xVi −WiVi,x‖

− ε(β + O(1)δ0)
∑

i,j

[A(γi(t), γj(t)) + A(γi(t), γ̃j(t))] + εΩ(t)

+
∑

i,j

(
‖Vi(t)‖L1 + ‖Wi‖L1

)(
‖Φj‖L1 + ‖Ψj(t)‖L1

)
,(6.32)

where the function Ω satisfies

(6.33)

ε

∫ T

t̂

Ω(t) dt = ε(κ+ O(1)δ0)
∑

i,j

∫ T

t̂

[A(γi(t), γj(t)) + A(γi(t), γ̃j(t))] dt+ O(1)δ20 .

Proof. At each x where γi,x 6= 0, define the vector ηi(x) in R
2 to be

(6.34) γi,x(x) ∧ −→v = |γi,x|〈ηi(x),
−→v 〉, i.e. ηi(x) =

(
−Wi(x)

|γi,x|
,
Vi(x)

|γi,x|

)
.

For fixed x, consider the projection of γj along the vector ηi(x),

(6.35) y 7→ χηi,γj (y) = 〈ηi(x), γj(y)〉.
We quote from [7] that

d

dt

(
A(γi, γj) + A(γj , γi)

)
=

1

2

∫
|γi,x(x)| d

dt

(
TVyχ

ηi(x),γj

)
dx

+
1

2

∫
|γj,x(x)| d

dt

(
TVyχ

ηj(x),γi

)
dx,(6.36)

and

d

dt
(TVyχ

ηi,γj ) = −sgn〈ηi(x), γj,xx(x)〉2
∑

α

(−1)α〈ηi(x), γj,t(y
i,j
α )〉,(6.37)

where yi,j
α denote the finite number of points at which the projection function

χηi(x),γj(y) changes monotonicity, such that yi,i
0 = x. See Figure 1. For more

details on this construction, see pp. 24-26 in [7].
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~�i(x)
j(yi;j1 )

j(yi;j0 )~�j(x)
j(yi;j�1)

j(yi;j2 )
j(x)

j(yi;j3 )

(a) The curve γj(y) and the vector ηi(x)

perpendicular to γj,x(yi,j
α ).

��i(x);j(y)

yyi;j3yi;j2yi;j1yi;j0xyi;j�1
(b) Graph of χηi(x),γj (y).

Figure 1.

Substituting in (6.36) and using further identities of ηi and χηi(x),γj , we arrive
at

d

dt

(
A(γi, γj) + A(γj , γi)

)
≤

≤ −
∫

|γi,x(x) ∧ γj,xx(yi,j
0 )| dx + ‖Vi(t)‖L1‖Ψj(t)‖L1 + ‖Wi(t)‖L1‖Φj(t)‖L1

− ε

2

∫∫
|γi,x(x)|sgn〈ηi(x), γj,x(y)〉〈ηi(x), bj(y)〉 dy dx

+
ε

2

∫∫
|γi,x(x)|sgn〈ηi(x), γj,x(y)〉〈ηi(x), hj(y)〉 dy dx

− ε2

2

∫∫
|γi,x(x)|sgn〈ηi(x), γj,x(y)〉〈ηi(x), kj(y)〉 dy dx

−
∫

|γj,x(x) ∧ γi,xx(yj,i
0 )| dx+ ‖Vj(t)‖L1‖Ψi(t)‖L1 + ‖Wj(t)‖L1‖Φi(t)‖L1

− ε

2

∫∫
|γj,x(x)|sgn〈ηj(x), γi,x(y)〉〈ηj(x), bi(y)〉 dy dx

+
ε

2

∫∫
|γj,x(x)|sgn〈ηj(x), γi,x(y)〉〈ηj(x), hi(y)〉 dy dx

− ε2

2

∫∫
|γj,x(x)|sgn〈ηj(x), γi,x(y)〉〈ηj(x), ki(y)〉 dy dx,

(6.38)

where

bl(y) =

(∑

k

B1
lk Vk(y) +B♯

lk Wk(y),
∑

k

B♭
lk Vk(y) +B2

lk Wk(y)

)
,

hl(y) =

(∑

k

H1
lk V0,k(y) +H♯

lk W0,k(y),
∑

k

H♭
lk V0,k(y) +H2

lk W0,k(y)

)
,
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and

kl(y) =

(∑

k

∫ t

0

K1
lk Vk(τ, y) +K♯

lk Wk(τ, y) dτ,
∑

k

∫ t

0

K♭
lk Vk(τ, y) +K2

lk Wk(τ, y) dτ

)
.

Similarly, we estimate

(6.39)
d

dt
(A(γi, γ̃j) + A(γj , γ̃i)).

Summing (6.38) and (6.39) over all i, j = 1, . . . , n, yields

d

dt

∑

i,j

(A(γi, γj) + A(γi, γ̃j)) ≤ −
∑

i

∫
|γi,x(x) ∧ γi,xx(x)| dx + b(t, ε) + h(t, ε) + k(t, ε)

+
∑

i, j

(
‖Vi(t)‖L1 + ‖Wi‖L1

)(
‖Φj(t)‖L1 + ‖Ψj(t)‖L1

)
,

where

b(t; ε)
.
=

∑

i,j=1,n

{
− ε

2

∫∫
{B1

jj −
∑

k 6=j

|B1
k j | −

∑

k

|B♭
kj |}|Vi(x)Wj(y) −Wi(x)Vj(y)| dy dx

−ε
2

∫∫
{B1

jj −
∑

k 6=j

|B1
k j | −

∑

k

|B♭
kj |}|Vi(x)Vj(y) −Wi(x)Wj(y)| dy dx

+εO(1)δ0
(
‖Vj‖L1‖Wi‖L1 + ‖Vj‖L1‖Vi‖L1 + ‖Wj‖L1‖Wi‖L1

)}

≤− ε(β − µ)
∑

i,j

(A(γi, γj) + A(γi, γ̃j)) + εO(1)δ20(‖V ‖ + ‖W‖),(6.40)

h(t, ε)
.
=
ε

2

∑

i,j

∫∫ ∑

k

|〈(−Wi(x), Vi(x)), (H
1
jkVk(y), H2

jkWk(y))〉|

+
∑

k

|〈(−Wi(x), Vi(x)), (H
♯
jkWk(y), H♭

jkVk(y))〉|

+
∑

k

|〈(−Wi(x), Vi(x)), (H
2
jkWk(y), H1

jkVk(y))〉|

+
∑

k

|〈(−Wi(x), Vi(x)), (H
♭
jkVk(y), H♯

jkWk(y))〉| dx dy

≤ε sup
x

|H|O(1)
∑

i,j

(
‖Vi‖L1‖Vj‖L1 + ‖Vi‖L1‖Wj‖L1 + ‖Wi‖L1‖Wj‖L1

)

=O(1)δ20ε sup
x

|H|,(6.41)



26 CLEOPATRA CHRISTOFOROU

and

k(t, ε)
.
=
∑

i,j

ε2

2

{∫∫
−|γi,x(x)|sgn〈ηi(x), γj,x(y)〉〈ηi(x),

∫ t

0

(K1
jj(y)Vj(τ, y),K

2
jj(y)Wj(τ, y))dτ〉

+
∑

k 6=j

∣∣∣∣〈(−Wi(x), Vi(x)),

∫ t

0

(K1
jk(y)Vk(τ, y),K2

jk(y)Wk(τ, y))dτ〉
∣∣∣∣

+
∑

k

∣∣∣∣〈(−Wi(x), Vi(x)),

∫ t

0

(K♯
jk(y)Wk(τ, y),K♭

jk(y)Vk(τ, y))dτ〉
∣∣∣∣

− |γi,x(x)|sgn〈ηi(x), γ̃j,x(y)〉〈ηi(x),

∫ t

0

(K2
jj(y)Wj(y),K

1
jj(y)Vj(y))dτ〉

+
∑

k 6=j

∣∣∣∣〈(−Wi(x), Vi(x)),

∫ t

0

(K2
jk(y)Wk(τ, y),K1

jk(y)Vk(τ, y))dτ〉
∣∣∣∣

+
∑

k

∣∣∣∣〈(−Wi(x), Vi(x)),

∫ t

0

(K♭
jk(y)Vk(τ, y),K♯

jk(y)Wk(τ, y))dτ〉
∣∣∣∣ dx dy

}

=
∑

i,j

{ε2
2

∫∫ ∫ t

0

{
n∑

k=1

|K1
k j | + |K♭

kj |}|Vi(τ, x)Wj(τ, y) −Wi(τ, x)Vj(τ, y)| dτ dy dx

+
ε2

2

∫∫ ∫ t

0

{
n∑

k=1

|K1
k j | + |K♭

kj |}|Vi(τ, x)Vj(τ, y) −Wi(τ, x)Wj(τ, y)| dτ dy dx

+ O(1)δ0ε
2

∫ t

0

sup
x

|K|(‖V (τ)‖ + ‖W (τ)‖) dτ

+ O(1)δ0ε(‖V (t)‖ + ‖W (t)‖)(ε
∫ t

0

‖V (τ)‖ + ‖W (τ)‖dτ).

(6.42)

Here, µ is a small positive constant that is µ = O(1) δ0.
The above estimates on (6.40), (6.41) and (6.42) are due to the properties of the

matrices B, H and K as stated in Lemma 6.1 and by virtue of (6.18) and Lemma
5.2. It should be noted that according to the notation in the statement of this
lemma, the function Ω(t) is given by

(6.43) Ω =
1

ε
(h(t, ε) + k(t, ε)) + O(1)δ20(‖V ‖ + ‖W‖).

Combining (6.7), (5.18) and (6.31), we arrive at

∫ T

t̂

k(t, ε) dt ≤ε(κ+ µ)
∑

i,j

∫ T

t̂

(A(γi(t), γj(t)) + A(γi(t), γ̃j(t))) dτ

+ εO(1)δ0(MK + δ0)

∫ T

t̂

(‖V (t)‖ + ‖W (t)‖)dt,(6.44)

where µ = O(1)δ0 can become arbitrarily small for sufficienlty small δ0. By virtue
of (6.43), (6.44), (6.18), estimate (6.33) follows. The proof is complete.
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Turning now to estimate (6.26), let us integrate (6.32) over [t̂, T ]. Because β >
κ ≥ 0 and µ = O(1)δ0 can become arbitrarily small, then by (3.6), we deduce

∑

i

∫ T

t̂

∫
|Wi,xVi−WiVi,x| dx dt ≤

∑

i,j

[
A(γi(t̂), γj(t̂)) + A(γi(t̂), γ̃j(t̂))

]

+ O(1) δ0
∑

j

∫ T

t̂

(‖Φj(t)‖L1 + ‖Ψj(t)‖L1) dt+ O(1)δ20

= O(1)δ20 .(6.45)

Thus, the change in speed, linear terms are controllable.

6.3. Length Curve functional. Here, we prove that the change in speed, qua-

dratic terms are controllable.

(6.46)

∫ T

t̂

∫

|Wi/Vi|<3δ1

|Vi|2
∣∣∣∣
(
Wi

Vi

)

x

∣∣∣∣
2

dx dt = O(1)δ30 .

Consider the length functional L applied to the curve γ to be the length of this curve.
If γ is a curve that moves along the curvature then the length is monotonically
decreasing. For more details on such curves, see [1]. In order to derive (6.46),
apply the length functional on the curve γi defined on (6.27), whence

(6.47) Li(t) = L(γi(t)) =

∫ √
V 2

i (t, x) +W 2
i (t, x) dx.

One can easily check that

|γi,xx|2 |γi,x|2 − 〈γi,x, γi,xx〉2 = V 4
i

∣∣∣∣
(
Wi

Vi

)

x

∣∣∣∣
2

,

and

|Vi|3
|γi,x|3

=
1

(
1 +

(Wi

Vi

)2
)3/2

.
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Integrating by parts, employing the above identities and the estimates in Lemma
5.2, one can get

d

dt
Li(t) =

∫ 〈γi,x, γi,xt〉√
〈γi,x, γi,x〉

dx

=

∫ 〈γi,x, γi,xx〉
|γi,x|

− 〈γi,x, (λ̃iγi,x)x〉
|γi,x|

+
〈γi,x, (φi, ψi)〉

|γi,x|
dx

−
∫ 〈γi,x, ε(

∑
k(B1

ik Vk +B♯
ik Wk),

∑
k(B♭

ik Vk +B2
ik Wk))〉

|γi,x|
dx

+

∫ 〈γi,x, ε(
∑

k(H1
ik V0,k +H♯

ik W0,k),
∑

k(H♭
ik V0,k +H2

ik W0,k))〉
|γi,x|

dx

−
∫ 〈γi,x, ε

2(
∑

k

∫ t

0 (K1
ik Vk(τ) +K♯

ik Wk(τ))dτ,
∑

k

∫ t

0 (K♭
ik Vk(τ) +K2

ik Wk(τ))dτ)〉
|γi,x|

dx

≤−
∫ |Vi|

∣∣∣∣
(
Wi

Vi

)

x

∣∣∣∣
2

(
1 + (

Wi

Vi
)2
)3/2

dx+ ‖Φi(t)‖L1 + ‖Ψi(t)‖L1 + εδ0 sup
x

|H|

+ ε

∫ (∑

k

|B1
ik||Vk| +

∑

k

|B♯
ik||Wk| +

∑

k

|B♭
ik||Vk| +

∑

k

|B2
ik||Wk|

)
dx

+ ε2
∫ t

0

∫ ∑

k

(
|K1

ik||Vk(τ)| + |K♯
ik||Wk(τ)| + |K♭

ik||Vk(τ)| + |K2
ik||Wk(τ)|

)
dxdτ

≤− 1

(1 + 9δ21)
3/2

∫

|
Wi
Vi

|≤3δ1

|Vi|
∣∣∣∣
(
Wi

Vi

)

x

∣∣∣∣
2

dx + ‖Φi(t)‖L1 + ‖Ψi(t)‖L1

+ εMB

∑

k

(‖Vk‖L1 + ‖Wk‖L1) + εδ0 sup
x

|H|

+ ε2
∫ t

0

∫
(
∑

k

(
|K1

ik||Vk(τ)| + |K♯
ik||Wk(τ)| + |K♭

ik||Vk(τ)| + |K2
ik||Wk(τ)|

)
dxdτ.

Therefore, (5.19) implies

∫

|
Wi
Vi

|≤3δ1

|Vi|2
∣∣∣∣
(
Wi

Vi

)

x

∣∣∣∣
2

dx ≤ δ20

∫
˛̨
˛ Wi

Vi

˛̨
˛≤3δ1

|Vi|
∣∣∣∣
(
Wi

Vi

)

x

∣∣∣∣
2

dx

≤ δ20(1 + 9δ21)
3/2
[
− d

dt
Li(t) + O(1)ε

∑

k

(‖Vk‖ + ‖Wk‖) + O(1) δ0 ε sup
x

|H|

+ ε2
∫ t

0

∫ ∑

k

(
|K1

ik||Vk(τ)| + |K♯
ik||Wk(τ)| + |K♭

ik||Vk(τ)| + |K2
ik||Wk(τ)|

)
dxdτ

]
.

Consequently, integrating the above inequality over [t̂, T ], (6.46) follows. Indeed,

ε

∫ T

t̂

‖Vk(t)‖ + ‖Wk(t)‖dt = O(1) δ0,
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and the last term can be written in the form

ε2
∫ T

t̂

(

∫ T

τ

sup
x

|K1
ik| + sup

x
|K♭

ik| dt)‖Vk(τ)‖L1 dτ

+ ε2
∫ t̂

0

(

∫ T

t̂

(supx|K1
ik| + sup

x
|K♭

ik| dt)‖Vk(τ)‖L1 dτ = O(1)MKδ0.

Similarly the Wk expression. By virtue of (5.18) and changing the order of integra-
tion, the result follows. Thus we actually get a cubic power of the total variation
of initial data for this type of terms.

6.4. Energy estimates. In this subsection, we show that the cutoff terms in (6.9)
are controllable, i.e.

(6.48)

∫ T

t̂

∫ (
|Vi,x| + |Wi,x|

)
|Wi − θiVi| dx dt = O(1)δ20 .

We proceed in the same way as in [3, 7]. In other words, the aim is to reduce the
integrand of (6.48) into controllable terms and other new terms and to treat the
latter by means of energy methods. To achieve this, we first establish some useful
relations between Vi, Wi and Vi,x. Consider the cutoff functions η, ζ : R → [0, 1]

(6.49) η(s) =

{
0 |s| ≤ 3δ1

5

1 |s| ≥ 4δ1

5

ζ(s) = η(|s| − δ1
5

) ≤ η(s),

For shorthand, we will be using ηi = η(wi

vi
) and ζi = ζ(wi

vi
). The following lemma

is the tool needed to express the cutoff terms in (6.48) in terms of quantities that
are easier to handle.

Lemma 6.5. If |Wi/Vi| ≥ 3δ1/5, then

|Wi| ≤ 2|Vi,x| + O(1) · δ0
∑

j 6=i

(|Vj | + |Vj,x| + |Wj |),(6.50)

|Vi| ≤
5

2δ1
|Vi,x| + O(1) · δ0

∑

j 6=i

(|Vj | + |Vj,x| + |Wj |).(6.51)

If |wi/vi| ≤ δ1, then

(6.52) |Vi,x| ≤ 2δ1|Vi| + O(1) · δ0
∑

j 6=i

(|Vj | + |Vj,x| + |Wj |).

Proof. Combining equation (2.11) and the decomposition (5.10), yields

∑

i

(Wi−λ∗i Vi)r̃i+
∑

i

ViA(U)r̃i =
∑

i

Vi,xr̃i+
∑

i

Vi

[∑

j

Vj r̃i,U r̃j+Vi,xr̃i,V −θi,xr̃i,σ

]
.

Taking the inner product with r̃i, one obtains

(6.53) Vi,x = Wi + (λ̃i − λ∗i )Vi + Θi,
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where

Θi =
∑

j 6=i

(Wj − λ∗jVj)〈r̃i, r̃j〉 +
∑

j 6=i

〈r̃i, A(U))r̃j〉Vj −
∑

j 6=i

∑

k

〈r̃i, r̃j,U r̃k〉VjVk

−
∑

j 6=i

〈r̃i, r̃j,V 〉VjVj,x +
∑

j 6=i

〈r̃i, r̃j,σ〉Vjθj,x −
∑

j 6=i

〈r̃i, r̃j〉Vj,x

=O(1) · δ0
∑

j 6=i

(|Vj | + |Vj,x| + |Wj |).(6.54)

From this point and on, one can establish the bounds by carefully studying (6.53).
The proof can be completed by applying the same arguments as in Lemma 6.6 in
[7], since the relation (6.53) is the same as in [7] because of the choice of (5.10).

Now, observe that the quantity |Wi − θiVi| vanishes when |Wi/Vi| ≤ δ1. Other-
wise, |Wi − θiVi| ≤ |Wi|. By means of the cutoff function ζ and the relation (6.50),
one has

|Wi − θiVi| ≤ |ζiWi| ≤ ζi


2|Vi,x| + O(1)δ0

∑

j 6=i

(|Vj | + |Vj,x| + |Wj |)


 ,

which implies that

(6.55)

(|Vi,x|+|Wi,x|)|Wi−θiVi| ≤ (|Vi,x|+|Wi,x|)ζi(2|Vi,x|+O(1)δ0
∑

j 6=i

|Vj |+|Vj,x|+|Wj |)

≤ 3ηiV
2
i,x + ζiW

2
i,x + O(1) · δ0

∑

j 6=i

(
|Vi,x| + |Wi,x|

)(
|Vj | + |Vj,x| + |Wj |

)
,

by Schwarz’s inequality. Because all transveral terms are controllable, in order to
prove (6.48), it suffices to prove

(6.56)

∫ T

t̂

∫
ηiV

2
i,x dx dt = O(1) δ20 ,

∫ T

t̂

∫
ζiW

2
i,x dx dt = O(1) · δ20 ,

for all i = 1, . . . , n.
Here, we choose to present only the energy estimate (6.56.1), since the cor-

responding estimate (6.56.2) follows similarly. To begin with, we multiply the
evolution equation of Vi given in (6.1) by ηiVi and integrate by parts, to get

∫
ηiV

2
i,x dx = −

∫
(ηi

V 2
i

2
)t + ε

∑

k

ηiVi

(
B1

ikVk +B♯
ikWk

)
dx

+ ε

∫ ∑

k

ηiVi

(
H1

ikV0,k +H♯
ikW0,k

)
dx

− ε2
∫ ∑

k

ηiVi

∫ t

0

(
K1

ikVk(τ) +K♯
ikWk(τ)

)
dτ dx

+

∫
(ηi,t + λ̃iηi,x − ηi,xx)

V 2
i

2
dx

−
∫
ηiλ̃i,x

V 2
i

2
dx − 2

∫
ηi,xViVi,x dx+

∫
ηiViΦi dx.(6.57)
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Upon employing the evolution equation of ηi, we can treat all non-ε terms of
(6.57) in the same way as in [7]. However, it worths explaining the treatment of the
ε-terms in (6.57), that distinguish these estimates here from those in [7]. It turns
out that the three terms that have a factor of ε or ε2 in (6.57) are bounded by

O(1)δ20MB ε(‖V ‖ + ‖W‖), O(1)δ30 ε sup
x

|H|, O(1)δ20MK ε‖V ‖,

respectively. By virtue of (5.18) and (6.18), all above terms are integrable over
[t̂, T ] and thus, it implies the validity of (6.56.1).

To sum up, the four estimates (6.22), (6.26), (6.46) and (6.48) together with
Lemma 6.1 prove Lemma 3.1. Thus, we showed that the solution U is globally
defined having bounded BV norm, which is also in L1[0,+∞), i.e.

(6.58) TV {U(t)} + ε

∫ t

0

TV {U(τ)} dτ = O(1)TV {Ū},

for all t > 0. It worths noting that there is actually a factor (β − κ) in front of
the integral in (6.58), which we omit. More precisely, O(1) depends on 1/(β − κ)
because of the integrability of ε‖V (t)‖ and ε‖W (t)‖ over [0,∞).

7. Stability

In this section, we establish the stability of solutions to
(7.1)

Ut +A(U)Ux − Uxx + εg(U) = εH(εt)U0 − ε2
∫ t

0

K(ε(t− τ))U(τ) dτ + Uxx,

U(0, x) = U0(x).

Let Z(t, x) be the infinitesimal perturbation of U , then Z satisfies the following
equation:

Zt + (A(U)Z)x + εDg(U)Z − Zxx =εH(εt)Z0 − ε2
∫ t

0

K(ε(t− τ))Z(τ) dτ

+ (Ux •A(U))Z − (Z •A(U))Ux,(7.2)

Z(0, x) = Z0(x).

Lemma 7.1. If Z is the infinitesimal perturbation of U then it satisfies the follow-

ing bounds

(7.3) ‖Z(t)‖L1 + ε

∫ t

0

‖Z(τ)‖L1 dτ ≤ L‖Z0‖L1,

for some constant L independent of ε.

We claim that the above lemma implies the stability of solutions U to (7.1), by
employing the standard homotopy argument of Bressan. Indeed, we consider the
path of initial data

(7.4) Uθ
0 (x) = θU0(x) + (1 − θ)V0(x),

and let Uθ denote the solution to (7.1) with initial data Uθ
0 . By direct calulations,

one can verify that the tangent vector Zθ(t, x) =
dUθ

dθ
to the path θ 7→ Uθ, for

θ ∈ [0, 1], is the corresponding infinitesimal perturbation to Uθwith initial data

(7.5) Zθ(0, x) = U0(x) − V0(x).
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Therefore, by Lemma 7.1, it follows

‖U(t) − V (t)‖L1 + ε

∫ t

0

‖U(τ) − V (τ)‖L1 dτ ≤

≤
∫ 1

0

[∥∥∥∥
dUθ

dθ
(t)

∥∥∥∥
L1

+ ε

∫ t

0

∥∥∥∥
dUθ

dθ
(τ)

∥∥∥∥
L1

]
dθ

≤ L

∫ 1

0

‖U0 − V0‖L1 dθ = L ‖U0 − V0‖L1.(7.6)

Thus, the claim holds. This establishes that the solutions to parabolic system
(7.1) are uniformly stable in L1 and moreover that the L1 distance of two solutions
tends to zero as t → +∞. The argument is similar to the one used in [3, 7],
however here because of the presence of the memory term that induces dissipation,
the integrability with respect to time can further be established. Note that in [7],
K = H = 0, hence a stronger result holds, i.e. ‖Z(t)‖L1 decays exponentially in
time.

In view of the above discussion, it remains to prove Lemma 7.1. Recall that in
Section 4, (7.3) is established for t ∈ [0, t̂]. The proof of (7.3) for greater times
retraces the steps followed in Sections 5-6 to get the BV bounds. Note that if
Z = Ux then (7.3) reduces to (2.12). Therefore, in the author’s opinion it is enough
to outline how this procedure can be extended to establish (7.3) and omit the
details.

First, we define the flux Y of Z by

(7.7) Y = Zx −A(U)Z.

The aim is to decompose (Z, Y ) pointwise along a suitable basis so that the decom-
position must be compatible with (5.10), when Z = Ux. Given a solution U and the
corresponding components Vi of the decomposition (5.10), we seek (P,Q) ∈ R

2n so
that

(7.8)

Z =
n∑

i=1

Pir̃i(U, Vi, λ
∗
i − θ(

Qi

Pi
)),

Y =

n∑

i=1

(Qi − λ∗iPi)r̃i(U, Vi, λ
∗
i − θ(

Qi

Pi
)),

where r̃i are the vectors defined in Section 5. We use the standard notation intro-
duced [3]:

(7.9) r̂i
.
= r̃i(U, Vi, λ

∗
i − θ(

Qi

Pi
)),

(7.10) θ̂i
.
= θ

(
Qi

Pi

)
and λ̂i

.
= 〈r̂i, A(u)r̂i〉.

We can show that there exist unique P and Q so that the decomposition (7.8) holds
and get the corresponding result to Lemma 5.1. Also, we get L1 estimates on the
perturbed components Pi and Qi in the same way already treated for Vi and Wi.
(See also Lemma 7.2 and 7.3 in [7]). Having achieved that, the next step is to study
the evolution of the components. As before, we show that they satisfy a 2n × 2n
hyperbolic system with source. The following lemma states these results.



SYSTEMS OF HYPERBOLIC CONSERVATION LAWS WITH MEMORY 33

Lemma 7.2. The decomposition (7.8) holds for |U − U∗| and |V | small. If the

bound (7.3) holds for t ∈ [0, T ], then for all t ∈ [t̂, T ] the perturbed components Pi,

Qi satisfy the following estimates

‖Pi(t)‖L1 , ‖Qi(t)‖L1 , ε

∫ t

0

‖Pi(τ)‖L1 dτ, ε

∫ t

0

‖Qi(τ)‖L1 dτ = O(1)δ0,(7.11)

‖Pi(t)‖L∞ , ‖Qi(t)‖L∞ , ‖Pi,x(t)‖L1 , ‖Qi,x(t)‖L1 = O(1)δ20 ,(7.12)

‖Pi,x(t)‖L∞ , ‖Qi,x(t)‖L∞ = O(1)δ30 .(7.13)

The unique solution (P,Q) of the decomposition (7.8) satisfies a 2n × 2n viscous

hyperbolic system of balance laws with source of the form
(
P
Q

)

t

+

[(
Λ 0
0 Λ

)(
P
Q

)]

x

−
(
P
Q

)

xx

+ ε

(
B̂1 B̂♯

B̂♭ B̂2

)(
P
Q

)
= ε

(
Ĥ1 Ĥ♯

Ĥ♭ Ĥ2

)(
P0

Q0

)

− ε2
∫ t

0

(
K̂1 K̂♯

K̂♭ K̂2

)(
P (τ)
Q(τ)

)
dτ +

(
Φ̂

Ψ̂

)
,(7.14)

where Λ is the n× n diagonal matrix with entries {λ̃i}, the matrix
(

cB1 cB♯

cB♭ cB2

)
is di-

agonally dominant, the matrix
(

cH1 cH♯

cH♭ cH2

)
is in L1(M2n×2n; [0,+∞)) and the matrix

(
cK1 cK♯

cK♭ cK2

)
is absolutely dominated by

(
cB1 cB♯

cB♭ cB2

)
. Moreover, the corresponding differ-

ences to those in (6.2)-(6.4) are of order O(|U − U∗|, |V |) and the corresponding

estimates to those (6.5)-(6.8) hold, e.g.

(7.15) ε

∫ +∞

0

∑

j

|K̂1
ji(εs)| + |K̂♭

ji(εs)| ds < κ+ O(1)δ0.

Furthermore, the source terms in (7.14) satisfy the bounds

Φ̂i, Ψ̂i = O(1) ·
∑

j 6=i

(
|PiVj | + |QiVj | + |PiVj,x| + |QiVj,x| + |PiWj | + |QiWj |

+ |Pi,xWj | + |Qi,xWj | + |Pi,xVj | + |Qi,xVj | + |Pi,xVj,x| + |Qi,xVj,x| + |PiQj,x|

+ |PiPj,x| + |Pi,xQj,x| + |Pi,xPj,x + |QiPj,x| + |QiQj,x|
)
−→ Transversal

+ O(1) ·
∑

j

(
|Pj,xWj − PjWj,x| + |Qj,xWj −QjWj,x| + |Qi,xPi − Pi,xQi|

+ |Pj,xVj − PjVj,x| + |Qj,xVj −QjVj,x|
)
−→ Change in speed, Linear

+ O(1) ·
∑

j

(
|Vj | + |Pj |

)
|Pj |

∣∣∣
(
Qj

Pj

)

x

∣∣∣
2

χn
|

Qj
Pj

|<3δ1

o → Change in speed, Quadr.

+ O(1) ·
∑

j

(|Pj,x| + |Qj,x| + |PjVj | + |QjVj |) · |Wj − θjVj | −→ Cutoff

+ O(1) ·
∑

j

|PjΦj | + |QjΦj | −→ Source of gradient component V

+ O(1) · ε
∑

j,k

(
|PjVk| + |PjWk| + |QjVk| + |QjWk|

)
. → ε− Order Term

(7.16)
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Proof of Lemma 7.1. The estimate follows easily by combining the next lemma and
the standard continuation argument as employed in Section 3 below Lemma 3.1 to
establish BV bounds.

Lemma 7.3. Let Z be a solution of (7.2) such that for t ∈ [t̂, T ], Z satisfies

(7.17) ‖Z(t)‖ + ε

∫ t

0

‖Z(τ)‖ dτ ≤ δ0.

Suppose the perturbed source terms Φ̂ and Ψ̂ that appear in (7.14) satisfy

(7.18)

∫ T

t̂

∫ n∑

i=1

(
|Φ̂i(t, x)| + |Ψ̂i(t, x)|

)
dx dt ≤ δ0,

then the following estimate holds

(7.19)

∫ T

t̂

∫ n∑

i=1

(
|Φ̂i(t, x)| + |Ψ̂i(t, x)|

)
dx dt = O(1)δ20 ,

for sufficiently small δ0.

Proof. By employing the interaction potential function Q, the area functional A,
the length curve functional L and the energy functionals as well as the techniques
implemented in Sections 6.1-6.4, one can treat all perturbed source terms that
belong to the first four categories in (7.16). However, one should utilize the more
general form of the planar curves γ and γ̃ as described in [7]:

(7.20) γ
(v,p)
i (t, x) =

(∫ x

−∞

vi(t, y) dy ,

∫ x

−∞

pi(t, y) dy

)

and similarly γ
(v,q)
i (t, x), γ

(w,p)
i (t, x), γ

(w,q)
i (t, x), γ

(p,q)
i (t, x) etc. Therefore, one

should apply the area and length functionals on these generalized curves, e.g.

A(γ
(v,p)
i , γ

(v,p)
j ), L(γ

(v,p)
i (t)).

The terms in the last two categories in (7.16) are controllable. Indeed, by Lemma
3.1 and (7.12), it follows

(7.21)

∫ T

t̂

∫
(|PiΦi| + |QiΦi|) dx dt = O(1) · δ30 ,

for all i = 1, . . . , n, and combining Lemmas 5.2 and 7.2, we also arrive at

(7.22) ε

∫ T

t̂

∫
(|PjVk| + |PjWk| + |QjVk|) dx dt = O(1) · δ30 ,

for all j, k = 1, . . . , n. Thus, all terms in (7.16) are controllable, i.e. satisfy (7.19).

8. Convergence of approximate solutions.

Up to this point, we proved that solution U(t, x) to

Ut +A(U)Ux + εg(U) = εH(εt)U0 − ε2
∫ t

0

K(ε(t− τ))U(τ) dτ + Uxx(8.1)

U(0, x) = U0(x) = Ū(εx),(8.2)
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is globally defined in time, the total variarion is uniformly bounded according to

(8.3) TV {U(t)} + ε

∫ ∞

0

TV {U(s)} ds ≤ C TV Ū, for all t

and the solution is uniformly stable with respect to initial data:

(8.4) ‖U(t) − V (t)‖L1 + ε

∫ ∞

0

‖U(τ) − V (τ)‖ dτ ≤ L‖U0 − V0‖L1.

An immediate implementation of the stability estimate is a uniform L1 bound

(8.5) ‖U(t) − U∗‖L1 + ε

∫ t

0

‖U(τ) − U∗‖ dτ ≤ L ‖U0 − U∗‖L1 = L
1

ε
‖Ū − U∗‖L1 ,

where U∗ is the equilibrium.
Now, to investigate the continuous dependence of U in time, it suffices to combine

the above estimates. Indeed, by Proposition 4.2 and (8.3), we get

‖Ux(t)‖L1 ≤ Cδ0 for all t > 0, ‖Uxx(t)‖L1 ≤





2kδ0√
t

for t < t̂

2kδ0√
t̂

for t ≥ t̂.

Combining equation (8.1) and estimate (8.5), we arrive at imply

‖Ut(t)‖L1 ≤ ‖Uxx(t)‖L1 + ‖A(U)Ux‖L1

+ εO(1)(‖U(t) − U∗‖L1 + ‖U0 − U∗‖L1 + ε

∫ t

0

‖U(τ) − U∗‖L1 dτ)

≤ L′
(
1 +

1

2
√
t

)
,(8.6)

for an appropriate constant L′. For fixed times t > s ≥ 0, by integrating the above
estimate over [s, t], we deduce

‖U(t) − U(s)‖L1 ≤
∫ t

s

‖Ut(τ)‖L1 dτ

≤ L′
(
|t− s| + |

√
t−√

s|
)
.(8.7)

Our results so far refer to the solution of the parabolic system (8.1)-(8.2). How-
ever, in view of the discussion in Section 2, by rescaling the coordinates, our analysis
can be extended to the vanishing viscosity approximations Uε = Uε(t, x). Consider
the viscous hyperbolic system (2.5)-(2.6) and recall that

(8.8) Uε(t, x) = U
( t
ε
,
x

ε

)
,

where U satisfies (8.1)-(8.2). Consequently, parabolic system (2.5)-(2.6) has a
unique solution Uε defined for all t > 0 and

TV {Uε(t)} +

∫ t

0

TV {Uε(τ)} dτ = TV {U(t/ε)} + ε

∫ t/ε

0

TV {U(τ)} dτ

≤ TV {U(t/ε)} + ε

∫ ∞

0

TV {U(τ)} dτ

≤ C TV {Ū}.(8.9)
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If V ε is another solution to (2.5) with initial data V̄ ∈ L1, then by (8.4), we obtain
the stability of solutions to (2.5):

‖Uε(t) − V ε(t)‖L1+

∫ t

0

‖Uε(s) − V ε(s)‖L1 ds =

= ε‖U(t/ε)− V (t/ε)‖L1 + ε2
∫ t/ε

0

‖U(τ) − V (τ)‖L1 dτ

≤ εL ‖U0 − V0‖L1 = L ‖Ū − V̄ ‖L1.(8.10)

Finally, the continuous dependence with respect to time for solutions of (2.5) is
expressed by

‖Uε(t) − Uε(s)‖L1 = ε‖U(t/ε)− U(s/ε)‖L1

= L′
(
|t− s| + √

ε|
√
t−√

s|
)
.(8.11)

for t > s ≥ 0.
By Helly’s Compactness Theorem, a convergent subsequence {Uεm}m may be

extracted with εm ↓ 0 as m→ ∞, whose limit is denoted by U , i.e.

(8.12) Uεm(t) −→ U(t) in L1
loc,

for all t > 0. The limit U(t, ·) is a BV function which satisfies

(8.13) TV {U(t)} +

∫ ∞

0

TV {U(τ)} dτ ≤ C TV {Ū}.

Moreover, by construction, U is the admissible weak solution to

Ut + F (U)x + g(U) = H(t) Ū −
∫ t

0

K(t− τ)U(τ) dτ,(8.14)

U(0, x) = Ū(x),(8.15)

when (2.5) is in conservative form, i.e. A(u) = DF (u). This completes the proof
of Theorem 1.

The authors in [3, 8] also discuss in more detail the limit to the non-conservative
system and the uniqueness of solutions within the class of viscosity solutions. It
would be interesting to verify these results for systems (1.5) as well.
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