
1.  Introduction The purpose of this study is to construct a Mach-uniform numerical method for 
solving unsteady compressible flows of general fluids. We will use the term ‘Mach-uniform’ to refer 
to the following properties of a numerical method :

(I) when used for high-speed flows, shocks, rarefaction waves and contact discontinuities are 
captured at high-resolution,

(II) for low-speed flows, the convective transport is accurately computed without the time step re-
striction arising from the Courant-Freidrichs-Lewy (CFL) stability condition.

There are two major approaches for constructing a method to solve compressible flow equations. 
The first one is density-based approach by which pressures are obtained through substituting densities 
into an equation of state. The flux difference splitting (FDS) and the flux vector splitting (FVS) 
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schemes[1] are the typical examples. These schemes have the above mentioned property (I), and are 
effective for high-speed flows. However, the following disadvantage may appear when applied to low-
speed flows :

(1) Density varies only weakly with pressure variation in low-speed flows, thus pressure solution 
computed from density tends to be inaccurate,

(2) In the majority of practical computations on low-speed flows, the convective transport of mass, 
momentum and energy is of primary concern. Time scales of the transport phenomena are in 
general much larger than those of sound wave propagation in low-speed flows. If one uses an 
explicit temporal discretization, the time step, Δ t , must be restricted by the CFL condition for 
stability : 

� 

CFLacos ≤ σ , where 

� 

CFLacos  is the acoustic CFL number defined as :

� 

CFLacos = max j ( ( u j + c j ) ⋅ Δt Δx ), 
where 

� 

u j  denotes the velocity at the grid point j, 

� 

c j  is the local sound speed, 

� 

Δ x  is the grid 
spacing, and 

� 

σ  is a constant and generally less than unity. The acoustic CFL condition restricts 
the time step with the maximum propagation speed of the characteristic waves, which is much 
larger than the speed of convective transport, i.e., the velocity. Then, the CFL condition imposes 
excessive restriction on time step, which seriously deteriorates computational efficiency. 

In order to circumvent the above issue (2), one can use an implicit discretization. However implicit 
methods generally tend to suffer from slow convergence due to large disparity among the eigenvalues 
of the system matrix under subsonic regime. To accelerate convergence, a technique using precondi-
tioning of the system matrix combined with a pseudo-time steps has been developed[2-4]. The pre-
conditioning techniques have been applied mainly to steady problems, and the efficiency against un-
steady problems may not have been established. According to the review by Keshtiban et al.[5], find-
ing suitable preconditioners with optimized properties for complex problems is far from straightfor-
ward.

The second one is pressure-based approach. Harlow and Amsden[6] presented their works along 
this approach in the context of all-speeds flow solver in around 1970, and have been followed by wide 
variety of schemes, including ICE[6], SIMPLE[7], CIP[8], WIMF[9], etc.. In low-speed flows, all 
these schemes circumvent the time step restriction imposed by the acoustic CFL condition by means 
of implicit treatment for the pressure. The SIMPLE advocates fully implicit discretization, so that the 
convection terms are also treated implicitly, and thus one can use large time step. However, implicit 
discretizations are generally more dissipative than explicit ones, and may seriously deteriorates solu-
tions for unsteady flows. Hence, we do not take up a fully implicit discretization. In contrast, the ICE, 
CIP and WINF use a semi-implicit temporal discretization, where the convection terms are treated ex-
plicitly, while the pressure is treated implicitly. The present method partially adopts a semi-implicit 
discretization. 

There are semi-implicit schemes[6,8-10] purporting to be ‘all-speeds’. These schemes satisfy the 
above-mentioned property (II), and they are efficient for low-speed flows. However, for high-speed 
flows, semi-implicit discretizations can not retain their advantage over explicit discretizations. Define 
the convective CFL number based on the fluid velocity as 

� 

CFLconv = max j ( u j ⋅ Δt Δx ) . Semi-im-
plicit discretizations treat convection terms explicitly, hence for the sake of stability, the convective 

- 2 -



CFL condition expressed as 

� 

CFLconv ≤ τ  must be satisfied, where τ  is a constant and generally less 
than unity. Assume that 

� 

u  and c attain the maximum values, for simplicity, at the same grid point j, 
when 

� 

CFLacos CFLconv = 1 + (1 M j ). If the local Mach number 

� 

M j <<1, then 

� 

CFLacos>>

� 

CFLconv. 
Consequently, the time step determined by the convective CFL condition is much larger than that de-
termined by acoustic CFL condition. Hence, semi-implicit discretizations retain efficiency at 

� 

M j <<1. 
In contrast, as 

� 

M j ↑ 1, then 

� 

CFLacos CFLconv ↓ 2 , thus the efficiency of semi-implicit discretizations 
decreases. Semi-implicit discretizations generally require additional cost with iterative procedures to 
solve the pressure. Furthermore, the implicit part tends to produce excessive numerical dissipation 
which may impairs the resolutions of shock and contact waves. Therefore, the advantage of semi-im-
plicit discretizations disappears when 

� 

M j  exceeds unity.
The above observation stimulates us to construct an alternative numerical framework based on a 

hybrid semi-implicit (for low speed)/explicit (for high speed) discretization, which we named MUSE 
for brevity representing Mach-uniform semi-implicit/explicit.

2.  Objectives and strategy The objective of this paper is to draw a Mach-uniform numerical 
method to be used as a building block of a computer code for compressible multi-matereal flows. The 
goals are as follows :

1. To construct a finite-volume based Mach-uniform method for one-dimensional Euler equation. 
We particularly concentrate to make the algorithm be simple as much as possible so that we 
can pursue cumbersome multi-matereal model on a straightforward basic structure.

2. To implement a method to deal with general equation of state (EOS for brevity) for gases and 
liquids consistent with the temporal discretization.

3. To confirm accuracy, efficiency and robustness of the constructed method by numerical ex-
periments.

We adopt the hybrid temporal discretization, in which we need to switch between semi-
implicit/explicit discretization, for example, according to the maximum local Mach number within the 
computational domain. A lot of standard textbooks tell us that density change is assumed to become 
small when the Mach number is below 0.3, and low Mach number flows are usually considered to be-
have incompressibly. However, for instance, consider water hammer phenomenon, the compressibility 
of the liquid plays predominant roles, and high pressure waves or shocks are built up even if the Mach 
number is considerably small. Therefore, explicit temporal discretizations are recommended if one 
needs to capture those waves at high-resolution. Taking into account such circumstances, the MUSE 
framework allows to select both the explicit and the semi-implicit method according to the input pa-
rameter Msw  (the Mach number to switch semi-implicit/explicit) depending on ones demand for the 
level of resolution on shocks and rarefaction waves. Numerical experiments to be shown in §5.1 will 
provide information to decide which discretization is suited for the specific problem.

The hybrid discretization allows us to make use of the best suited method for each Mach number 
regimes, and provides flexibility for us to use both methods. In order to enhance this advantage, we 
have made an effort to integrate the semi-implicit and the explicit discretizations. As a result, the most 
part of the algorithm for the explicit discretization has been shared with the semi-implicit discretization 
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to be described in a later section. We construct the hybrid method along with the finite-volume ap-
proach in which the flux vector is split into the convective part and the acoustic (pressure) part. Such 
splitting is inconsistent with schemes which require an eigen-decomposition like the Roe’s FDS[11]. 
Among a number of schemes to deal with the inviscid fluxes, we focused attention on the class of the 
CUSP (convective upwind and split pressure). The CUSP need not the eigen-decomposition, so that it 
is simple, although it is accurate to the same extent as the more rigorous Roe’s FDS. Most impor-
tantly, the CUSP splits the flux vector into the convective part and the acoustic part. In this sense, the 
CUSP is consistent with our semi-implicit discretizations. Jameson[12] pointed out that the CUSP can 
be categorized to two types, the H-CUSP and E-CUSP. These schemes split the inviscid flux vector 
into convective terms and acoustic terms. The H-CUSP such as the Liou’s AUSM[13] family has the 
total enthalpy, denoted by H , from the energy equation in their convective flux, while the E-CUSP has 
the total energy ( E ). Zha and Hu[14] suggested that from the characteristic theory point of view, the 
H-CUSP are not fully consistent with the fluctuation propagation directions, which may affect the sta-
bility and robustness ; in contrast, the upwinding of the convective term and the pressure splitting of 
the E-CUSP are consistent with their characteristic directions. Accordingly, we employed the Zha E-
CUSP[14-16] for the discretization of the flux in the present paper. Note that the H-CUSP including 
AUSM-family may also available within the present framework.

Most of the numerical methods for compressible flows intend to aerodynamic applications, so that 
they often assume the fluid to be governed by a perfect gas EOS. In contrast, we implement the GCUP 
originated by Watanabe[17] to deal with general fluids. As a rudimentary example, we consider the 
Tammann EOS[18] representing thermodynamic properties of liquids.

3.  Governing equations The governing equations are the following compressible Euler equa-
tions in conservation law form in one space dimension :

∂t Q x, t( ) + ∂x f Q x, t( )( ) = 0 , (1)

where Q is the vector of conserved variables :Q = (ρ, ρu, ρE )T , f is the flux vector :

f = ρu, ρu2 + p, ρE + p( )u( ) T
. (2)

The quantities ρ , p, u and E respectively denote the pressure, density, velocity, total energy per unit 
mass ( E = e + (1 2) u2 with e the internal energy per unit mass). In this paper, we limit our discussion 
within one-dimensional space, however we expect that the present method can be naturally extended to 
multi-dimension. 

To deal with general fluids, we employ the following form of equation of state (EOS) which ap-
pears most frequently in literatures.

G p, ρ, T( ) = 0 . (3)
where T is the temperature. To close the system of equations, we assume that we know a function to 
represent the enthalpy per unit mass, h = e + (p ρ) , in terms of p,ρ,T : h = h ( p,ρ,T ) . Then we have 
the following equation :
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ρE − ρu2 2( ) + p = ρ ⋅h p, ρ, T( ) . (4)

The speed of sound, denoted by c, which plays important roles in compressible flows are repre-
sented as :

c = ∂e ∂p ρ( )−1
p ρ − ρ ∂e ∂ρ p( )( ) ρ . (5)

The simplest example is the calorically perfect gas or polytropic ideal gas EOS, for which

G p,ρ,T( ) = p − ρ γ −1( ) Cv T = 0 , (6)

h p,ρ,T( ) = CvT + p ρ( ) , (7)

c = γ p ρ , (8)

where γ  is the specific heat ratio (γ = Cp Cv ), and Cv  is the specific heat at constant volume 
(Cv = R γ −1( ) ; R is the gas constant). In this paper, γ = 1.4 and R = 1 are taken in the numerical 
experiments to be described later.

Another EOS used in the present paper is the Tammann EOS[18] or ‘stiffened gas’ EOS which 
represents thermodynamic characteristics of liquids. This is formulated as :

G p,ρ,T( ) = p − ρ γ C −1( ) Cv T + γ C p0 = 0 , (9)

h p,ρ,T( ) = CvT + p ρ( ) , (10)

c = γ C p + p0( ) ρ . (11)

The constants, γ C  and p0 , are taken due to Gallouët, et al. as 

� 

γ C = 7.15, p0 = 3.0 ×108 to simulate 
water in the numerical experiments.

4.  Numerical method
                                  
4.1  Overall procedure The algorithm of the present method can be conveniently written as fol-
lows :

Given Msw    Mach number to switch semi-implicit/explicit discretization,
σmax   maximum allowable 

� 

CFLacos  ; when the explicit discretization is used, 
the time step 

� 

Δ t  is determined by                                                 
 

� 

σmax = max j u j + c j( ) ⋅ Δ t Δx ,
                                                

τmax   maximum allowable 

� 

CFL conv  ; when the semi-implicit discretization is 
used, the time step 

� 

Δ t  is determined by 
                                                

 

� 

τmax = max j u j ⋅ Δ t Δx ,
                                                

id_GCUP   flag which indicates whether the GCUP is used.
id_GCUP= 1    used  ;  id_GCUP= 0    not used.
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Solution Procedure
1) Select temporal discretization and time step

Starting from the cell-averages {Q j
n}  at time 

� 

t n ,
• If max j M j ≥ Msw , then ;

id_switch ← ‘EX’ : The explicit temporal discretization is selected, and the time step 
is determined as :

� 

Δ t = σ max ⋅ Δx max j u j
n + c j

n( )  ;
Else then ;

id_switch ← ‘SI’ : The semi-implicit temporal discretization is selected, and the 
time step is determined as :

� 

Δ t = τmax ⋅ Δx max j u j
n .

2) Pressure prediction (only for semi-implicit discretization)
If  id_switch =SI ;
• Solve the momentum conservation only with the convective flux to yield the ‘advanced’ 

momentum (ρu) j
ad  using a multi-stage Runge-Kutta time integration  (§4.3, §4.4) ;

• From the cell-averages {(ρu) j
ad} , apply a non-oscillatory interpolation to yield the 

‘advanced’ interface mass flux (ρu) j +1/2
ad   (§4.2) ;

• Solve the pressure equation (Eq.(13)) using (ρu) j +1/2
ad  to obtain the ‘advanced’ pressure 

{pj
ad} . 

3) Solve conservation law
• Solve the conservation laws (Eq.(1)) using the Runge-Kutta time integration to yield the 

predicted cell-average {Q j
n+1*} = {(ρ j

n+1*, (ρu) j
n +1*, (ρE) j

n+1* )T}  at the ‘(n+1)*th’ time 
step. ;
In each stage of the Runge-Kutta integration, compute the mass, momentum and energy 
flux by the Zha E-CUSP scheme  (§4.4.1) with the MUSCL reconstruction ;
Treat the pressure in the following manner :

If id_switch =EX and id_GCUP=1, then ;
Fix the pressure as p = p n  through the Runge-Kutta integration ;

Else if id_switch =SI, then ;
Fix the pressure as p = p ad  through the Runge-Kutta integration ;

If id_switch =EX and id_GCUP=0, then ;
Solve the EOS (Eq.(3)) with the enthalpy relation (Eq.(4)) substituting the temporal 
solution of the conservation law, Q m( ) = (ρ m( ) , ρu m( ), ρE m( ) )T , to yield the temporal 
pressure, p m( ) , in each stage of the Runge-Kutta time integration.

4) Update the cell-averages {Q j
n+1*}  at time 

� 

t n +1

If  id_GCUP=1, then ;
• Starting from {Q j

n+1*} , correct the pressure so that (n+1)th time-level state variables 
p n+1 , ρ n+1  and T n+1  satisfy given EOS. Apply the GCUP iteration as follows until 
given convergence criteria are satisfied : (§4.5) 
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For  m = 1, 2, 3,  ;
• Solve the pressure-correction equation (Eq.(43), (57), (58)) in an elliptic form to 

yield the pressure-correction, δ p j
m( ) ;

• Compute the density, momentum and energy correction, δ ρ j
m( ) , δ ρu j

m( ) , δ ρE j
m( )  

from δ p j
m( ) ;

• Compute the pressure and the cell-averaged conserved variables as ;

� 

p j
m( ) = p j

m−1( ) +δ p j
m( )  ,

� 

Q j
m( ) = Q j

m−1( ) +δQ j
m( )  ;

• After achieving convergence, update the pressure and the conserved variables :

� 

p j
n +1 = p j

m( )  ,

� 

Q j
n +1 = Q j

m( )  ;
Else if  id_GCUP=0, then ;

• Update the cell-averaged conserved variables as :
Q j

n +1 ← Q j
n+1*  ;

• If id_switch =SI, then ;
Solve the EOS (Eq.(3)) with the enthalpy relation (Eq.(4)) substituting Qn+1  to 
yield the new pressure p n+1 .

4.2  Pressure prediction The semi-implicit discretization treats the acoustic part of the flux in an 
implicit fashion (see Eq.(42)), so that at low Mach numbers, the CFL stability condition can be 
avoided. The pressure at time 

� 

t n +1 is firstly predicted by solving the following Poisson-type linear 
pressure equation :

pj − pj
n( ) Δ t = Δ t cj

n( ) 2
∂ 2 p ∂ x 2

j
− cj

n( ) 2
∂ ρu( )ad ∂ x

j
, (12)

, where ρu( )ad  is the ‘advanced’ momentum described below, which is the solution of the momentum 
convection equation in conservation form, ∂t ρu + ∂x ρu 2 = 0 . See appendix for the derivation of 
Eq.(12). 

Eq.(12) is discretized in each grid-cell as :
                        

 

pj = cj
n( ) 2

Δ t 2 Δ x2( ) pj +1 − 2 pj + pj−1( ) − cj
n( ) 2

Δ t Δ x( ) ρu( ) j +1/2

ad − ρu( ) j−1/2

ad{ } + pj
n ,

                                                   j = 1, 2, 3,, Ncell (Ncell : total number of grid cells).
(13)

This linear system of equations is solved in terms of p using a tri-diagonal matrix solver in one space 
dimension, while using an iterative Krylov method such as CG and GMRES[19] in multi-dimensions. 
We term the solution ‘advanced’ pressure and denote by p ad . In Eq.(13), div (ρu)ad  is discretized in 
terms of the cell-interface mass flux, (ρu) j +1/2

ad , in order to enforce pressure-velocity coupling, which is 
particularly important for low-speed flows. In the following, we show how to obtain (ρu) j +1/2

ad .
At first, we solve ∂t ρu + ∂x ρu 2 = 0  to obtain the cell-averaged ‘advanced’ momentum (ρu) j

ad  
using the Runge-Kutta time integration with the slope limiter described in §4.3 and §4.4. Next we re-
construct a piecewise-linear interpolant of (ρu)ad  on grid-cells, which is then projected on its stag-
gered cell-averages. We apply the non-oscillatory second-order projection algorithm used in the high-
resolution central scheme by Nessyahu and Tadmor[20, 21]. Starting with initial data {(ρu) j

ad} , we re-
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construct a piecewise-linear interpolant :

� 

ρu( ) ad x( ) = ρu( ) j

ad + d ρu( ) ad dx
j
⋅ x − x j( ) Δx⎡ 

⎣ ⎢ 
⎤ 
⎦ ⎥ ⋅ χ j x( )⎧ 

⎨ 
⎩ 

⎫ 
⎬ 
⎭ j

∑ , (14)

where 

� 

χ j (x) is the characteristic function of the grid-cell 

� 

C j ,

� 

χ j x( ) =
1,        if  x ∈C j ;
0,        if  x ∉C j .

⎧ 
⎨ 
⎩ 

 ∀ j , 

                          
and 

� 

d(ρu) ad dx  is the limited discrete slope. Here we use the minmod-θ [20] limiter with θ = 2 :

� 

d ρu( ) ad dx( )
j

≈ minmod θ ρu( ) j +1

ad − ρu( ) j

ad( ), 1
2

ρu( ) j +1

ad − ρu( ) j−1

ad( ), θ ρu( ) j

ad − ρu( ) j−1

ad( )⎛ 
⎝ 

⎞ 
⎠ .

(15)

The minmod function are defined as :

  

� 

minmod x 1, x 2, ( ) =

min k x k{ } if x k > 0 for all k,

max k x k{ } if x k < 0 for all k,

0 otherwise.

⎧ 

⎨ 

⎪ 
⎪ 

⎩ 

⎪ 
⎪ 

(16)

The interpolant Eq.(14) is projected on the staggered-cell average 

� 

(ρu) j +1 2
ad . Consequently,

� 

ρu( ) j +1 2
ad =

1
2

ρu( ) j

ad + ρu( ) j +1
ad{ } +

1
8

d ρu( ) ad dx
j
− d ρu( ) ad dx

j +1

⎧ ⎨ ⎩ 
⎫ ⎬ ⎭ 

. (17)

4.3  Temporal discretization For the time integration of the conservation law, we employ the 
three-stage Runge-Kutta (RK) scheme due to Shu and Osher[22,1] which is known as TVD (Total 
variation Diminishing) RK or SSP (Strong Stability Preserving) RK scheme.

Consider the initial value problem,

  

� 

dQ j t( ) d t = L Q t( ) ; j( ) ,    

� 

Q j t n( ) = Q j
n , (18)

    

� 

L Q t( ) ; j( )  − F j +1 2 t( ) − F j−1 2 t( )( ) Δ x ,  

where 

� 

F j +1 2 t( )  and 

� 

F j−1 2 t( )  are cell-interface numerical fluxes, to be described in §4.4, at time t. 
Using third-stage TVD RK, the solution at the (n +1)*th time step {Q j

n+1*}  can be written as :
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x j +1/2 x j + 3/2x j−1/2

� 

ρu( ) j

ad

� 

ρu( ) j +1

ad



  

� 

Q j
* = Q j

n + Δ t L Q n ; j( ) , (19a)

  

� 

Q j
** = 3 4( ) Q j

n + 1 4( ) Q j
* + 1 4( ) Δ t L Q* ; j( ) , (19b)

  

� 

Q j
n +1* = 1 3( ) Q j

n + 2 3( ) Q j
** + 2 3( ) Δ t L Q** ; j( ) . (19c)

                                  
4.4  Discretization of flux The discretization of the inviscid flux terms in this paper is based on 
the Zha E-CUSP scheme by Zha and Hu[14]. For a calorically perfect gas EOS, the inviscid flux f has 
a homogeneous function of degree one in Q, and it follows that f = ( ∂ f ∂Q)⋅Q [1]. The flux Jacobi 
matrix A = ( ∂ f ∂Q) is diagonalizable, and the following representation is possible[14] :

f = AQ = R
u 0 0
0 u 0
0 0 u

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟ R −1 Q + R

−c 0 0
0 0 0
0 0 c

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟ R −1 Q , (20)

R =
1 1 1

u − c u u + c
H − uc 1 2( )u2 H + uc

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

,

where c  is the local speed of sound, H is the total enthalpy per unit mass, and R is the right eigenvec-
tor matrix. It is easy to see that Eq.(20) can be rewritten as :

f = f c + f p, f c = uQ = ρu, ρuu, ρuE( )T , f p = 0, p, pu( )T . (21)

In the right-hand side of Eq.(20), the inviscid flux f  consists of two parts. The first part provides  
the propagation of the fluctuations, l k ⋅dQ  ( l k  is the k-th row vector of R−1  or the k-th left eigenvector 
; k = 1, 2, 3 ), along the flow path-line at the flow velocity u . The second part provides the propagation 
of the fluctuations in both upwind and downwind directions at the sound speed c . Accordingly, the 
vector f c  represents the ‘convective part’ of the flux, while f p  represents the acoustic part. This ob-
servation leads to the E-CUSP scheme that has the total energy term in the convective vector f c . 

4.4.1  Convective flux terms Zha E-CUSP scheme discretizes the convective part of the flux 
vector at a cell-interface in the standard ‘upwind’ fashion as :

F j +1 2
c = 1 2( ) ρu( ) j +1 2 q L j +1 2

c + q R j +1 2
c( ) − ρu j +1 2 q R j +1 2

c − q L j +1 2
c( ){ } , (22)
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x j +1/2 x j + 3/2x j−1/2

qL
c

j +1 2

qR
c

j +1 2



where F  denotes numerical flux, and (ρu) j +1 2 is the cell-interface mass flux, the vector q c  is

qc = 1, u, E( )T , (23)

and the suffix ‘L’ and ‘R’ denote the states at the left and right sides of the cell-interface, 
respectively. The left and right states of u is evaluated using the van Leer MUSCL[23] reconstruction 
with the β-minmod slope limiter developed by Chakravarthy and Osher[24, 25] as follows :

For q = u ,

qL j +1 2 = q j + 1 4( ) 1−κ( ) ⋅ Δ+ qj−1 2 + 1 +κ( ) ⋅ Δ+ qj +1 2{ },

Δ+ qj−1 2 = minmod q j − q j−1, β q j +1 − q j( )( ),

Δ+ qj +1 2 = minmod q j +1 − q j , β q j − q j−1( )( ),

(24a)

qR j +1 2 = q j +1 − 1 4( ) 1−κ( ) ⋅ Δ−qj + 3 2 + 1 +κ( ) ⋅ Δ−qj +1 2{ },

Δ−qj + 3 2 = min mod q j + 2 − q j +1, β q j +1 − q j( )( ),

Δ−qj +1 2 = minmod q j +1 − q j , β q j + 2 − q j +1( )( ).

(24b)

We use the above scheme generally under κ = 1 3  corresponding to the highest formal accuracy, i.e., 
third-order, and the crispest setup of the compression parameter, i.e., β  = 4 (the maximum value for 
preserving TVD for linear advections). 

As for the reconstruction of the total energy per unit mass E, we take the following componen-
twise approach according to our numerical experiments : 

• Apply the MUSCL reconstruction Eq.(24) for q = ρe  and q = ρ  to yield (ρe)L /R j +1 2  and 
ρ L /R j +1 2 .

• Then reconstruct E as the sum of the internal energy and the kinetic energy per unit mass:
EL /R j +1 2 = (ρe)L /R j +1 2 ρ L /R j +1 2 + (1 2)(u L /R j +1 2 )2 .

When we took direct reconstruction of E using Eq.(24) for a supersonic liquid flow (case15 to be 
shown in §5.1), the solution suffered from a negative pressure near the origin ( x ≈ 0 ) at the initial 
stage of the computation. In this case, the velocity u took a local peak near the point in the issue, 
whereas E was monotone. Then the direct interpolation of E could not reflect the drastic local change 
of the kinetic energy, and consequently severe undershoot occurred in the total energy ; here, notice 
that the kinetic energy may predominant over the internal energy in high speed flow regime. The com-
ponentwise approach is robuster under these circumstances.

To construct the convective flux term, Zha borrowed the method to evaluate the cell-interface mass 
flux from the AUSMD scheme developed by Wada and Liou[26]. The method evaluates the cell-inter-
face mass flux denoted by (ρu)1 2 as follows:

ρu( )1 2 = ρL u L
+ + ρR u R

− , (25)

where the density ρL  and ρR  have been evaluated above using the MUSCL reconstruction. The cell-
edge velocities are determined as follows :
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u L
+ =

α L u L + cm( )2
4cm( ) − u L + u L( ) 2{ } + u L + u L( ) 2,      if u L < cm ,

u L + u L( ) 2,                                                                     otherwise,

⎧

⎨
⎪

⎩⎪
(26)

u R
− =

α R − u R − cm( )2
4cm( ) − u R − u R( ) 2{ } + u R − u R( ) 2,     if u R < cm,

u R − u R( ) 2,                                                                      otherwise,

⎧

⎨
⎪

⎩⎪
(27)

where cm = max cL , cR( ) , (28)

α L = 2α L α L +α R( ) , α R = 2α R α L + α R( ) , (29)

α L = f pL , pR( ) ρ L cm( ) , α R = f pR , pL( ) ρR cm( ) . (30)

In the above formulation, cell-edge sound speeds, cL and cR , are evaluated by the left and right states 
of the pressure and density. The pressure pL  and pR  are again evaluated by the MUSCL reconstruc-
tion with the β-minmod limiter defined as Eq.(24) when the explicit discretization is used (id_switch 
=EX). On the other hand, when the semi-implicit discretization is used (id_switch =SI), we introduce a 
common interface pressure : pL j +1 2 = pR j +1 2 = ( pj + pj +1) 2 .
Remark We employed Eq.(28) by Wada and Liou[26] for the common interface speed of sound, 
cm . Zha and Hu[14] differently determined this quantity as cm = (1 2) (cL + cR ) .

In Eq.(30), f is some function of pL and pR . Wada and Liou took, according to their numerical 
experiments, 

f pL , pR( ) = pL , f pR , pL( ) = pR . (31)

Consider stationary or moving contact discontinuity. It is known that the pressure and the velocity are 
constant around a contact discontinuity, thus pL = pR and u L = u R . Put  u1 2  u L = u R , then,

α L= 2ρR ρL + ρR( ) , α R= 2ρ L ρL + ρR( ) . (32)

Rearrangement of Eq.(32) and Eqs.(25)-(27) leads to a mass flux formula :

ρu( )1 2 = 1 2( ) u1 2 ρL + ρR( ) − 1 2( ) u 1 2 ρR − ρL( ) ,
which is consistent with the exact solution of the Riemann problem. The AUSMD has this favorable 
property.

Wada and Liou[26] suggest that an arbitrary function might be possible as f. Our experiences in-
dicate that the AUSMD under the above choice for f works well for the calorically perfect gas, how-
ever, the choice may result in negative pressure for liquids governed by the Tammann EOS. One of the 
remedy for this issue that we have firstly attempted is to modify Eq.(31) as :

f pL , pR( ) = pL + p0 , f pR , pL( ) = pR + p0 . (33)
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We have confirmed this choice is a nice cure. However, Eq.(33) can not be applied for general EOS. 
Thus, we take the following setup as a present measure :

f pL , pR( ) = f pL , pR( ) ≡ constant ≠ 0( ) ,  for liquids. (34)

With this choice, we have obtained satisfactory solutions for numerical experiments to be described in 
section 5.1.
Remark This modification is not necessary when the semi-implicit method is used, since then the 
common interface pressure is taken : pL j +1 2 = pR j +1 2 = ( pj + pj +1) 2  as already noted.

Zha[15] have proposed a modified version, ‘Zha CUSP2’, in which α L  and α R  are modified 
only for the energy equation by replacing the pressure p with the total enthalpy per unit mass, 
h t = E + ( p ρ) as :

α L = h t( ) L
ρL cm( ) , α R = h t( ) R

ρR cm( ) .. (35)

We observed, in a certain case, better resolution at contact discontinuity using Zha CUSP2 in compari-
son with the original Zha E-CUSP. However, Eq.(35) violates the above-mentioned consistency of the 
cell-interface mass flux with the exact Riemann solutions. Hence, we do not recommend presently the 
Zha CUSP2 for general use.                           

4.4.2  Acoustic flux terms                             
(1) Explicit temporal discretization When the explicit discretization is used, the acoustic 
flux terms are discretized using the pressure splitting formulations of AUSM+[27] as in the case of 
the Zha E-CUSP :

F1 2
p = 0, p1 2, pu( )1 2( )T

,

 
p1 2 = P + p( ) L

+ P − p( ) R
, (36)

M L = u L c1 2 , M R = u R c1 2 ,

c1 2 = 1 2( ) cL + cR( ) ,

 

P + p( ) L
=

pL 1 4( ) M L + 1( ) 2
2 − M L( ) + 3 16( ) M L M L

2 −1( ) 2{ }, if M L ≤ 1;

pL u L + u L( ) 2 u L( ) , otherwise.

⎧

⎨
⎪

⎩⎪
(37)

 

P − p( ) R
=

pR 1 4( ) M R −1( ) 2
2 + M R( ) − 3 16( ) M R M R

2 − 1( ) 2{ }, if M R ≤ 1;

pR u R − u R( ) 2 u R( ) , otherwise.

⎧

⎨
⎪

⎩⎪
(38)
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pu( )1 2 =

pLu L , if M L ≥ 1;
pRu R , if M R ≤ − 1 ;

1 2( ) pL u L + c1 2( ){ } + 1 2( ) pR u R − c1 2( ){ }, otherwise.

⎧

⎨
⎪⎪

⎩
⎪
⎪

(39)

(2) Semi-implicit temporal discretization When the semi-implicit discretization is used, it 
is only necessary to change the algorithm for the explicit discretization as follows :

(i) Eq.(36) is replaced by the linear interpolation :
 
p1 2 = pj + pj +1( ) 2 , (40)

 
(ii) Eq.(39) is evaluated with

 
pL = pR = pj + pj +1( ) 2 (41)

4.5  GCUP pressure-correction At the final stage of the solution procedure, the pressure {pj }
and the cell-averages {Q j }  are corrected to yield the (n+1)th time-level solutions, 

� 

{p j
n +1} and 

{Q j
n +1}  so as to satisfy the following conditions :
(i) the acoustic part of the flux contributes to {Q j

n +1}  in the following implicit fashion : 

F1 2
p =

0, p1 2
n+1 2 , pu( )1 2

n+1 2( )T
, if  id_switch = EX explicit( )  ;

0, p1 2
n+1, pu( )1 2

n+1( )T
,       if  id_switch = SI  semi-implicit( ).

⎧

⎨
⎪

⎩
⎪

(42)

(ii) the (n+1)th time-level state variables fulfill the given EOS : 

� 

G (p j
n +1, ρ j

n +1, Tj
n +1) = 0. 

The GCUP corrects 

� 

p j  and 

� 

Q j  using the following iteration based on the Newton method :
Initial guess :

p 0( ) =
p n , if  id_switch=EX ;
p ad , if  id_switch=SI.

⎧
⎨
⎪

⎩⎪

� 

Q 0( ) = Q n +1*. 

Iterate until finding the limit of recurrence :
Do  m = 1, 2, 3,
･ Apply the Newton method to the EOS (

� 

G ( p, ρ, T ) = 0 ) ; solve the following linear system 
of pressure-correction equations in an elliptic form to obtain 

� 

{δ p j
m( )} :

  

� 

δG δ p j−1
m( ), δ p j

m( ), δ p j +1
m( )( ) = − G p j

m−1( ), ρ j
m−1( ), Tj

m−1( )( ) , j = 1, 2, 3,, Ncell . (43)

� 

δG ( δ p j−1
m( ), δ p j

m( ), δ p j +1
m( ) ) is the variation of 

� 

G  due to the pressure-correction 

� 

δ p , which 
is expressed as a linear combination of the pressure-corrections 

� 

δ p j−1, 

� 

δ p j  and 

� 

δ p j +1. A 
general and a specific form of 

� 

δG  is derived later in this section. The right-hand side con-
stant is the residual of the EOS with the sign reversed. The linear system of equations 
Eq.(43) can be solved using the same solver used for Eq.(13). 
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･ Compute δQ j
m( ) = (δρ j

m( ) , δρu j
m( ), δρEj

m( ) )T  by substituting the solution of Eq.(43) into the 
equations representing the relations between δQ  and 

� 

δ p  to be derived later. (Eqs.(47), 
(49) and (51)) 

･ Update p  and Q  as :

� 

p j
m( ) = p j

m−1( ) +δ p j
m( ) (44)

� 

Q j
m( ) = Q j

m−1( ) +δQ j
m( ) . (45)

･ Solve the enthalpy relation Eq.(4) with Q j
m( )  to obtain 

� 

Tj
m( )  :

ρE( ) j
m( ) − 1 2( ) ⋅ ρu( ) j

m( )( )2
ρ j

m( ) + pj
m( ) = ρ j

m( ) ⋅h pj
m( ), ρ j

m( ) , Tj
m( )( ) . (46)

The corrections δρ , δρu  and δρE  are represented by the pressure-correction as follows :
(1) momentum-correction

� 

δρu j = δρu j−1/2 + δρu j +1/2( ) 2 ≈ −Δt ⋅grad α ⋅δp( )
j−1 2

− Δt ⋅grad α ⋅δp( )
j +1 2( ) 2

≈ − Δt ⋅α ⋅ δ p j − δ p j−1( ) Δx − Δt ⋅α ⋅ δ p j +1 − δ p j( ) Δx{ } 2 ,
(47)

where α  = 1/2 for id_switch=EX, and α  = 1 for id_switch=SI : α = 1 2  provides the second-order 
approximation of the pressure corresponding to p1 2

n+1 2 in Eq.(42), whereas α = 1 provides the first-or-
der approximation corresponding to p1 2

n+1 .
(2) energy-correction

Several methods to correct the total energy 

� 

ρE j  can be conceived. The simplest one may be ex-
pressed as :

� 

δρE j = −Δt ⋅ δ div p u( ) j
≈ −Δt ⋅ δ div p δu( ) j

−δΔt ⋅div u δ p( ) j
. (48)

This method straightforward reflects the implicitness on the acoustic part of the flux vector, however, it 
caused instabilities when applied to low-speed flows. Alternatively, we use the following correction :

� 

δρE j = −Δt ⋅δ div Hρu( )
j
≈ −Δt ⋅div Hδρu + ρuδH( )

j

≈ −Δt ⋅div H δρu + ρ u δ E + p ρ ( )( )( )
j

≈ −Δt ⋅div H δρu + u δp( )
j

≈ − Δt ⋅ H j +1/2 δρu j +1/2 + H j−1/2 δρu j−1/2{ } Δx − Δt ⋅ u j +1/2 δ p j +1/2 − u j−1/2 δ p j−1/2{ } Δx

≈ − Δt ⋅ − H j +1/2 Δt ⋅α ⋅ δ p j +1− δ p j( ) Δx + H j−1/2 Δt ⋅α ⋅ δ p j − δ p j−1( ) Δx{ } Δx

− Δt ⋅ u j +1/2α ⋅ δ p j +1 + δ p j( ) 2 − u j−1/2α ⋅ δ p j + δ p j−1( ) 2{ } Δx ,

(49)

where 

� 

H  is the total enthalpy per unit mass. In the above equation, the cell-interface total enthalpy, 
H j +1/2 , is assumed to be the weighted-average of 

� 

H j +1/2
n , 

� 

H j +1/2
*  and 

� 

H j +1/2
**  estimated in each Runge-

Kutta stage. In fact, rearranging Eqs.(19a)-(19c), we can obtain the following form of the Runge-Kutta 
time integration :
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� 

Q j
n +1* = Q j

n + 1 6( )Δ t L Q n ; j( ) + 1 6( )Δ t L Q* ; j( ) + 2 3( )Δ t L Q** ; j( ) .

Then, roughly evaluating their contribution to the time integration through the energy flux, Hρu , we 
can assume

H j +1 2 = 1 6( ) ⋅ H j +1 2
n + 1 6( ) ⋅H j +1 2

* + 2 3( ) ⋅H j +1 2
** . (50)

Here the cell-interface total enthalpy, H j +1/2
n ,  

� 

H j +1/2
*  and 

� 

H j +1/2
**  are approximated in the simple up-

wind fashion as :         

H1 2
• =

EL
• + pL

• ρL
• , if  ρu( )1 2 ≥ 0 ;

ER
• + pR

• ρR
• , otherwise.

⎧
⎨
⎪

⎩⎪             
The velocity at cell-interface u j +1/2  is assumed in the similar fashion described above.
(3) density-correction

The density is corrected in the following fashion taking into account the change of the cell-inter-
face mass flux due to the pressure correction :

� 

δρ j = −Δt ⋅ δdiv ρu( )
j

= −Δt ⋅div δρu( )
j
≈ − Δt ⋅ δ ρu j +1/2− δρu j−1/2( ) Δx

= − Δt ⋅ − Δt ⋅α ⋅ δ p j +1− δ p j( ) Δx + Δt ⋅α ⋅ δ p j − δ p j−1( ) Δx{ } Δx .
(51)

Derivation of the general and the specific form of 

� 

δG
Here we consider the EOS, and evaluate the variation of the function G due to the correction 

δ Q = (δρ, δρu, δρE)T . At first, consider the differential of Eq.(3) :

δGj = ∂ pG j
⋅ δpj + ∂ ρG j

⋅ δρ j + ∂T G j ⋅ δTj . (52)
         

Recall we have assumed that the enthalpy per unit mass, h, is a known function of (p,ρ, T ) .  Tak-
ing the differential of Eq.(4), we have
         

δρEj −
1
2
δ ρu2( ) j

+ δpj = ∂ p ρh
j
⋅ δpj + ∂ ρ ρh

j
⋅ δρ j + ∂T ρh j ⋅ δTj . (53)

         
Then eliminate δ T from Eqs.(52) and (53) to yield

δGj = ∂ pG( ) − ∂T G( ) ⋅ ∂Tρh( )−1 ⋅ ∂ pρh( ) + ∂T G( ) ⋅ ∂Tρh( )−1⎡
⎣

⎤
⎦ j
⋅ δpj

+∂T G j ⋅ ∂ Tρh j( )−1
⋅ δρEj + δρ - term( ) j + δρu - term( ) j .

 (54)

In the derivation of Eq.(54), note that δ (ρu2 )  can be represented by the correction δ ρ  and δρu  as :

 δ ρu2( ) ≈ 2u ⋅ δρu − u 2 δρ .

Now we have a complete set of corrections for δQ j = (δρ j , δρu j , δρEj )
T  and δGj  : Eqs.(47), 

(49), (51) and (54). One may substitute Eqs.(47), (49) and (51) into Eq.(54) to yield the following ex-
pression of δGj  as a function of the pressure-correction 

� 

{δ p j} :
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δGj = ∂ pG( ) − ∂T G( ) ⋅ ∂Tρh( )−1 ⋅ ∂ pρh( ) + ∂T G( ) ⋅ ∂Tρh( )−1⎡
⎣

⎤
⎦ j
⋅ δpj

+∂T G j ⋅ ∂ Tρh j( )−1
⋅ Δt Δx( )2 ⋅α ⋅ H j +1/2δpj +1 − H j +1/2 + H j−1/2( ) δpj + H j−1/2δpj−1{ }

−∂T G
j
⋅ ∂ Tρh

j( )−1
⋅ Δt Δx( ) ⋅ u j +1/2α ⋅ δpj +1 + δpj( ) 2 − u j−1/2α ⋅ δpj + δpj−1( ) 2{ }

+ δp - terms arising from the δρ and the δρu- terms of Eq.(54)( ) j .

(55)

Then, one might substitute Eq.(55) into Eq.(43), and thereby obtain a pressure-correction equation. 
However, we recommend to use a simpler expression of δGj  by omitting the third term (arising from 
the uδ p - term of Eq.(49)) and the fourth term of the right-hand side of Eq.(55). As the result, we pro-
pose the following general form of δGj  :

δGj = ∂ pG( ) − ∂T G( ) ⋅ ∂Tρh( )−1 ⋅ ∂ pρh( ) + ∂T G( ) ⋅ ∂Tρh( )−1⎡
⎣

⎤
⎦ j
⋅ δpj

+∂T G j ⋅ ∂ Tρh j( )−1
⋅ Δt Δx( )2 ⋅α ⋅ H j +1/2δpj +1 − H j +1/2 + H j−1/2( ) δpj + H j−1/2δpj−1{ } ,

(56)

 
which is substituted into the left-hand side of Eq.(43) to yield the pressure-correction equation. The 
derivatives of G  and ρh  in the above equation are evaluated by the state variables of ( m −1 )th itera-
tion step.

Note that the energy correction itself is computed by Eq.(49) with the u δ p - term , though the 
term is omitted in the pressure-correction equation. 

The pressure-correction equation Eq.(43) is reduced for the specific EOS as follows :
Pressure-correction equation for the calorically perfect gas EOS
                

� 

δ p j
m( ) − γ −1( ) ⋅ Δt Δx( ) 2 ⋅α ⋅ H j +1/2 δ p j +1

m( ) − H j +1/2 + H j−1/2( ) δ p j
m( ) + H j−1/2 δ p j−1

m( ){ }
= − p j

m−1( ) + γ −1( ) ρ j
m−1( ) E j

m−1( ) − 1 2( ) ρ j
m−1( ) u j

m−1( )( )2
ρ j

m−1( )⎛ 
⎝ 

⎞ 
⎠ .

(57)

             
Pressure-correction equation for the Tammann EOS
            

� 

δ p j
m( ) − γ C −1( ) ⋅ Δt Δx( ) 2 ⋅α ⋅ H j +1/2 δ p j +1

m( ) − H j +1/2 + H j−1/2( ) δ p j
m( ) + H j−1/2 δ p j−1

m( ){ }
= − p j

m−1( ) − γ C p 0 + γ C −1( ) ρ j
m−1( ) E j

m−1( ) − 1 2( ) ρ j
m−1( ) u j

m−1( )( )2
ρ j

m−1( )⎛ 
⎝ 

⎞ 
⎠ .

(58)

                         
5.  Numerical experiments In this section, we evaluate the accuracy, efficiency and robustness 
of the MUSE/E-CUSP_GCUP method derived above. A series of one-dimensional Riemann (or 
shock-tube) problem is computed. In addition, the switching between the semi-implicit and explicit 
discretizations is demonstrated with solving a subsonic-to-supersonic flow transient problem.

For the Riemann problems, the initial data is composed of two uniform states separated by a dis-
continuity at the origin :
                                    

� 

Q x, t( ) = ρ, ρu( ), ρE( )( ) T
=

Q L, if x < 0 ;
Q R, if x > 0.

⎧ 
⎨ 
⎩ 
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5.1  Riemann problems A series of one-dimensional Riemann problems is solved. The follow-
ings are given as common input setup in this paper :
                         

maximum allowable 

� 

CFLacos  for the explicit discretization :

� 

σmax =
0.4 for perfect gas EOS ;
0.4 for liquid (Tammann) EOS, supersonic flows ;
0.1 for liquid (Tammann) EOS, subsonic flow .

⎧ 

⎨ 
⎪ 

⎩ ⎪ 

maximum allowable 

� 

CFL conv  for the semi-implicit discretization :  

� 

τ max = 0.2.
                          
The convergence criteria for the GCUP iteration in the present computations are given as follows :
                                       

� 

max j δ p j
m( ) p j

m( ) < 10 −5,

� 

max j δρ j
m( ) ρ j

m( ) < 10 −5,
                          

� 

max j δρu j
m( ) ρu j

m( ) + 1( ) < 10 −5,

� 

max j δρE j
m( ) ρE j

m( ) < 10 −5 ,
                          
            

� 

max j G p j
m( ),ρ j

m( ) ,T j
m( )( ) p j

m( ) < 10 −5.

The compression parameter β  of the slope limiter in Eq.(24) is assumed to be 4.
Representative test cases are summarized in Table 5.1.1. This table shows EOS (equation of state) 

used, initial left and right state, grid spacingΔx , the termination time t end , the temporal discretization 
denoted by ‘EX’ and ‘SI’ (indicating explicit and semi-implicit, respectively), the maximum local 
Mach number over the computational domain, the maximum acoustic CFL number maxCFLacos j , and 
the maximum convective CFL number maxCFLconv j . Results for ‘EX’ case are obtained with input 
Msw = 0 ; ‘SI’ case with Msw = 10 20 . All cases listed in Table 5.1.1 are solved using the GCUP.
5.1.1 Accuracy and stability From case1 to case9 we tested on the calorically perfect gas 
EOS with γ = 1.4 . Case1 and case2 are the standard benchmark problem by Sod[28]. The maximum 
Mach number is 0.93, and maxCFLacos j of case1 (‘EX’) and case2 (‘SI’) becomes the same order of 
magnitude under the given restriction on 

� 

σmax  and 

� 

τ max . The solutions for these cases are depicted in 
Fig 5.1.1 and Fig.5.1.2 in comparison with theoretical solutions. Case1 shows the desired solution as 
long as one can hope to the third-order finite-volume method. Case2 shows high resolution for the 
shock and contact discontinuity, however an oscillation takes place at the tail of the rarefaction wave. 
To examine accuracy of the third-order reconstruction, see Fig.5.1.3 where the results of the first-or-
der reconstruction with the explicit discretization are illustrated for the sake of comparison.

Case3 and case4 are the standard benchmark by Lax[29]. The best of the class accurate solutions 
are obtained by both the explicit and semi-implicit discretizations as shown in Fig.5.1.4 and Fig.5.1.5. 
The solutions using the semi-implicit discretization shown in Fig.5.1.5 are even more favorable. A 
comparison with the AUSM+ has been performed under the same condition as case3. Figure 5.1.6 
shows results obtained using the AUSM+ illustrating virtually the same solution as the present 
method.

Case5 and case6 are involved with a Riemann problem cited from [1], in which the solution con-
tains two shock waves. Fig.5.1.8 is the solution for case6, which shows the semi-implicit discretization 
produces a result comparable to the explicit. Evaluation for these cases are similar to that for case3 and 
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case4.
Case7 and case8 are intended for a low-speed flow, and the solutions are shown in Fig.5.1.9 and 

Fig.5.1.10. The maximum local Mach number is small, see Table 5.1.1, thus in case8, the maximum 
acoustic CFL number becomes much larger than 1. Despite such a large departure from the CFL con-
dition, the semi-implicit discretization is quite stable. The contact discontinuity is well captured with 
high-resolution. This implies that high accuracy for the convective transport is still preserved using the 
semi-implicit discretization. Significant dissipation on the shock and the rarefaction wave is the price 
to pay for the advantage to taking a large time step that breaks the CFL condition. The shock and the 
rarefaction in Fig.5.1.10 are much less smeared than in Fig.5.1.9. However, due to the CFL condition, 
the explicit discretization needs a large number of time steps (5942), thus the inevitable accumulation 
of the numerical dissipation in each time step contaminates the solution. 

Case9 is another example of low-speed flow. In this case, the maximum local Mach number is in 
the order of 10−4 , which corresponds, for instance, to natural convection flows. The solutions are 
shown in Fig.5.1.11.

From case10 to case15, we tested on the Tammann EOS simulating the characteristics of the liq-
uid water. The data for the densities, pressures and velocities are determined using SI units, e.g. the 
initial left state of case10 is (pL , ρL , uL ) = (109 Pa, 1436 kg/m3, 0m/s ) . Sound speeds in liquids are 
generally so high that, for instance in case9 and case10, the velocity reaches 200m/s, which is very 
high speed for liquids in the usual sense, but the maximum local Mach number is only 0.1. The solu-
tions are shown in Figs.5.1.12-13 and Figs.5.1.15-18. Outline of our observation on the solutions of 
these cases including a supersonic flow (case15) is similar to that for the perfect gas EOS, and thus is 
not recalled herein. To examine the accuracy of the third-order reconstruction in computing the con-
vective flux terms, see the results of the first-order reconstruction shown in Fig.5.1.14 for comparison 
with case10.

All the solutions introduced above are obtained using the GCUP. We have confirmed that the so-
lutions with and without using the GCUP are virtually identical when we use the explicit temporal dis-
cretization. However, as for the semi-implicit discretization, when we don’t use the GCUP, we failed to 
obtain solutions in the cases listed in Table 5.1.2. The spurious oscillation occurred in case9a is de-
picted in Fig.5.1.19.
5.1.2 Efficiency The computation time for each case is summarized in Table 5.1.3. In this table, 
‘GCUP iter.’ is the number of iteration performed in the GCUP, and ‘Ratio EX/SI’ is the ratio of the 
computation time of the explicit case to that of the corresponding semi-implicit case. For high-speed 
regime where maxM j is larger than around 1, the computation times of explicit cases are comparable 
to or less than those of the semi-implicit cases. In low-speed regime, the semi-implicit discretization 
dominates with decreasing the Mach number. The semi-implicit case for maxM j = O(10 −3)  is more 
than 100 times faster than the explicit case. 

5.2  Flow transient due to a local heat generation The initial data are taken as :

� 

pL, ρL, uL( ) = 0.1001, 0.01, 0.1( ) ; pR, ρR, uR( ) = 0.1, 0.01, 0.1( ) .
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A time-dependent local heat generation rate is given as :

� 

S t, x( ) =
exp 5 ⋅ t 2( ) −1 if  t, x( ) ∈ 0.1, ∞[ ]× −1, 1[ ] ;

0                  otherwise.
⎧ 
⎨ 
⎩ 

As for the Mach number to switch semi-implicit/explicit discretization, 

� 

Msw = 0.8 is given. The calori-
cally perfect gas EOS with γ = 1.4 is used. The grid spacing is Δx = 0.005 .

At the initial stage, the maximum local Mach number ( maxM j ) is 0.027, thus the semi-implicit 
discretization is activated. The expansion of the gas due to the heat generation results in rapid increase 
in the gas velocity, and maxM j  exceeds 

� 

Msw  at t = 0.734. At this time, the explicit discretization is 
activated, and the time step changes from 

� 

Δt = 1.771×10−4  to 

� 

Δt = 1.112 ×10−4 . The density, the 
pressure, the velocity and the Mach number at  t = 0.734 and t = 1 are shown in Fig.5.2.1. The maxi-
mum local Mach number reaches 1.64 at t = 1, and shock fronts have been formed. The histories of 
the maximum CFL numbers and maxM j  are illustrated in Fig.5.2.2. The switching from the semi-
implicit discretization to the explicit is smooth, and does not have any adverse effect on the computa-
tion.

6.  Summary and discussion We have constructed the hybrid semi-implicit/explicit numerical 
framework MUSE, into which we have incorporated the Zha E-CUSP with the third-order MUSCL 
reconstruction and the third-order TVD Runge-Kutta time integration. The GCUP is applied in order 
to deal with flows governed by arbitrary equations of state. The MUSE/E-CUSP_GCUP method has 
been confirmed to be accurate and efficient over the wide Mach number range : from M=O(10-4) to 
supersonic for both gas and liquid flows. The method is strictly conservative, since it is based on the 
finite-volume approach, so that correct propagations of shock, rarefaction wave and contact discontinu-
ity are guaranteed. We developed the pressure prediction method with incorporating the non-oscilla-
tory second-order projection algorithm by Nessyahu and Tadmor to enforce the pressure-velocity 
coupling. Despite using non-staggered grids, the present method does not suffer from the well-known 
oscillation issue in incompressible regime due to the odd-even decoupling in the pressure. Hence, the 
MUSE/E-CUSP_GCUP is reliable for both the highly compressible and incompressible flow re-
gimes. The Zha E-CUSP is simple, accurate and robust, so that we can recommend it. Other schemes 
of the CUSP-family such as AUSM+ may also be available as alternatives to the E-CUSP.

We elaborated the semi-implicit discretization to preserve non-oscillatory solutions in low-speed 
flows without being constrained by the CFL condition. For the semi-implicit discretization, the implicit 
formulation for the acoustic flux vector, F1 2

p = ( 0, p1 2
n+1, (pu)1 2

n+1 )T  in Eq.(42), is employed. This 
choice results in a strong suppression on the possible oscillation around the shocks and rarefaction 
waves, however these waves are significantly smeared out as shown in the numerical experiments on 
the Riemann problems. One might consider that using higher order implicit discretizations on the 
acoustic flux vector would improve the resolution for shocks and rarefactions. In fact, second-order 
implicit discretizations may improve accuracy without occurrence of spurious oscillation when 
CFLacos  is relatively small. However, we have a pessimistic view that they incur serious oscillations 
with increasing CFLacos  irrespective of CFLconv . When the explicit discretization is used with the 
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GCUP, the acoustic flux vector becomes F1 2
p = ( 0, p1 2

n+1 2 , (pu)1 2
n+1 2 )T  as in Eq.(42), therefore a 

second-order implicit discretization takes place. This case also suffers from oscillations if we violate 
the acoustic CFL condition even if the convective CFL number is much smaller than one.

We have proposed the GCUP formulation in a general form. According to our numerical experi-
ments, we have confirmed that the GCUP has crucial effect on stabilizing the solution when the semi-
implicit discretization is used, particularly for low-speed liquid flows. In contrast, when the explicit 
discretization is used, we could recommend to skip the GCUP so far as the present numerical experi-
ments are concerned. The GCUP part required 30% to 50% of the total computation time for the ex-
plicit cases, therefore if we could skip the GCUP, the efficiency goes up considerably. The perfect gas 
and Tammann EOS employed in this paper consists of the smooth functions. Hence, if the time step is 
small enough to satisfy the acoustic CFL condition, the magnitude of the pressure-correction, 

� 

δp , may 
be negligibly small, and the GCUP may not be required. However, when we are involved with more 
complex or non-smooth EOS, we may need the GCUP even for the explicit discretization.

The extension to multi-dimensions and the implementation of diffusion terms in the MUSE 
framework are now under study. Application and validation of the proposed formula of the GCUP 
upon real-world fluids should be addressed for future work.
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Table 5.1.1   Numerical experiments on Riemann problems.

Case EOS pL,ρL,uL( ) pR ,ρR ,uR( ) Δx t end  SI/EX Mach# maxCFLacos j max CFLconv j

1 perfect gas 1, 1, 0( ) 0.1, 0.125, 0( ) 0.01 0.4 EX 0.93 σmax (0.4) 0.169

2 perfect gas 1, 1, 0( ) 0.1, 0.125, 0( ) 0.01 0.4 SI 0.93 0.447 τmax (0.2)

3 perfect gas 3.528, 0.445, 0.698( ) 0.571, 0.5, 0( ) 0.0025 0.12 EX 0.94 σmax (0.4) 0.132

4 perfect gas 3.528, 0.445, 0.698( ) 0.571, 0.5, 0( ) 0.0025 0.12 SI 0.94 0.607 τmax (0.2)

5 perfect gas 1, 1, 3( ) 1, 2, 1( ) 0.01 0.5 EX 2.54 σmax (0.4) 0.288

6 perfect gas 1, 1, 3( ) 1, 2, 1( ) 0.01 0.5 SI 2.54 0.279 τmax (0.2)

7 perfect gas 1, 1, 0( ) 0.99, 0.99, 0( ) 0.005 10 EX 3.59 ×10−3 σmax (0.4) 1.43×10−3

8 perfect gas 1, 1, 0( ) 0.99, 0.99, 0( ) 0.005 10 SI 3.59 ×10−3 55.9 τmax (0.2)

9 perfect gas 1, 1, 0( ) 0.999, 0.999, 0( ) 0.005 10 SI 3.57 ×10−4 535 τmax (0.2)

10 Tammann 109,1436,0( ) 105, 979.5, 0( ) 10 1 EX 0.104 σmax (0.1) 7.88 ×10−3

11 Tammann 109,1436,0( ) 105, 979.5, 0( ) 10 1 SI 0.104 2.51 τmax (0.2)

12 Tammann 107,1000,0( ) 105,1000, 0( ) 1 1 EX 2.27 ×10−3 σmax (0.1) 2.26 ×10−4

13 Tammann 107,1000,0( ) 105,1000, 0( ) 1 1 SI 2.27 ×10−3 88.6 τmax (0.2)

14 Tammann 106,1000,0( ) 105,1000, 0( ) 1 1.14 SI 2.09 ×10−4 854 τmax (0.2)

15 Tammann 5 × 108,103, 2000( ) 106,103, 2000( ) 0.01 10−4 EX 1.36 σmax (0.4) 0.194

Table 5.1.2   Cases resulted in failure or suffered from serious numerical oscillations.

Case EOS pL,ρL,uL( ) pR ,ρR ,uR( ) Δx t end  SI/EX GCUP Result

9a perfect gas 1, 1, 0( ) 0.999, 0.999, 0( ) 0.005 1 SI not used oscillation near contact

11a Tammann 109,1436,0( ) 105, 979.5, 0( ) 10 --- SI not used negative pressure

13a Tammann 107,1000,0( ) 105,1000, 0( ) 1 --- SI not used negative pressure

14a Tammann 106,1000,0( ) 105,1000, 0( ) 1 --- SI not used negative pressure
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Table 5.1.3   Summary of computation time.

Case EOS pL,ρL,uL( ) pR ,ρR ,uR( ) SI/EX Mach# GCUPiter. Comput.time RatioEX/SI

1 perfect gas 1, 1, 0( ) 0.1, 0.125, 0( ) EX 0.93 4 6 ~ 1

2 perfect gas 1, 1, 0( ) 0.1, 0.125, 0( ) SI 0.93 3 6

3 perfect gas 3.528, 0.445, 0.698( ) 0.571, 0.5, 0( ) EX 0.94 4 6 ~ 1

4 perfect gas 3.528, 0.445, 0.698( ) 0.571, 0.5, 0( ) SI 0.94 4 6

5 perfect gas 1, 1, 3( ) 1, 2, 1( ) EX 2.54 3-4 13 0.59

6 perfect gas 1, 1, 3( ) 1, 2, 1( ) SI 2.54 3 22

7 perfect gas 1, 1, 0( ) 0.99, 0.99, 0( ) EX 3.59 ×10−3 2 1227 102

8 perfect gas 1, 1, 0( ) 0.99, 0.99, 0( ) SI 3.59 ×10−3 2 12

9 perfect gas 1, 1, 0( ) 0.999, 0.999, 0( ) SI 3.57 ×10−4 2 ---

10 Tammann 109,1436,0( ) 105, 979.5, 0( ) EX 0.104 3 615 13.7

11 Tammann 109,1436,0( ) 105, 979.5, 0( ) SI 0.104 5 45

12 Tammann 107,1000,0( ) 105,1000, 0( ) EX 2.27 ×10−3 2 3123 521

13 Tammann 107,1000,0( ) 105,1000, 0( ) SI 2.27 ×10−3 3 6

14 Tammann 106,1000,0( ) 105,1000, 0( ) SI 2.09 ×10−4 3 ---

15 Tammann 5 × 108,103, 2000( ) 106,103, 2000( ) EX 1.36 4 ---
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Fig. 5.1.1    Results of case1 (the Sod’s problem, EX, perfect gas)

Fig. 5.1.2    Results of case2 (the Sod’s problem, SI, perfect gas)

Fig. 5.1.3    Results of the first-order reconstruction (the Sod’s problem, EX, perfect  gas)
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Fig.5.1.4    Results of case3 (the Lax’s problem, EX, perfect gas)

Fig.5.1.5    Results of case4 (the Lax’s problem, SI, perfect gas)

Fig.5.1.6    Results for the Lax’s problem using AUSM+ (EX, perfect gas)
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Fig.5.1.7    Results of case5 (double shock, EX, perfect gas)

Fig.5.1.8    Results of case6 (double shock, SI, perfect gas)

Fig.5.1.9    Results of case7 ( pR pL = 0.99 , EX, perfect gas)
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Fig.5.1.10    Results of case8 ( pR pL = 0.99 , SI, perfect gas)

Fig.5.1.11    Results of case9 ( pR pL = 0.999 , SI, perfect gas)
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Fig.5.1.12   Results of case10  ( pR pL = 10 −4 , EX, Tammann EOS)

Fig.5.1.13    Results of case11  ( pR pL = 10 −4 , SI, Tammann EOS)
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Fig.5.1.14    Results of the first-order reconstruction ( pR pL = 10 −4 , EX, Tammann EOS)

Fig.5.1.15    Results of case12 ( pR pL = 10 −2 , EX, Tammann EOS)

Fig.5.1.16    Results of case13 ( pR pL = 10 −2 , SI, Tammann EOS)
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Fig. 5.1.17    Results of case14 ( pR pL = 10 −1 , SI, Tammann EOS)

Fig.5.1.18  Results of case15 (Supersonic, EX, Tammann EOS)
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Fig. 5.1.19    Results of case9a   (the GCUP not used, pR pL = 0.999 , SI, perfect gas)
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t = 0.734 t = 1

Fig.5.2.1    Results of flow transient case
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Fig.5.2.2    History of the Mach number and CFL numbers.
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 Appendix Derivation of pressure equation, Eq.(12)
The pressure equation Eq.(12) which provides the prediction of 

� 

pn +1 is derived as follows.
We start from the mass conservation equation in the vector form :

∂ρ ∂ t + div ρu( ) = 0 . (A1)

Suppose isentropic process, we have d p dρ = c 2 (c is the speed of sound), and substitute this into 
Eq.(A1) to yield

1 c 2( )⋅∂p ∂ t + div ρu( ) = 0 . (A2)

Taking the time derivative of Eq.(A2) with c frozen, 

∂ 2 p ∂ t 2 + c 2 div ∂ρu ∂ t( ) = 0 . (A3)

From the momentum conservation equation, ∂ρu ∂ t = −div(ρu⊗ u) − grad p , thus

∂ 2 p ∂ t 2 − c 2 divgrad p = c 2 div div ρu⊗ u( )( ) . (A4)

It is noted that if we assume infinitesimal changes in the density and that the fluid almost remains sta-
tionary, Equation (A4) becomes the well-known linear wave equation, pt t − c 2Δ p = 0 . 

We assign time level of discretization for each term of Eq.(A4) as :

∂ 2 p ∂ t 2
j

n
− cj

n( ) 2
divgrad pn +1

j
= cj

n( ) 2
div div ρu⊗ u( )n( )

j
. (A5)

The first term can be discretized as :

∂ 2 p ∂ t 2
j

n ≈ ∂ p ∂ t j

n+1 2 − ∂ p ∂ t j

n−1 2( ) Δ t . (A6)

From d p dρ = c 2 and a discretized form of Eq.(A1),

∂ p ∂ t j

n−1 2 ≈ cj
n( ) 2
∂ρ ∂ t j

n−1 2 ≈ − cj
n( ) 2

div ρu( ) n

j
. (A7)

Rearrangement of Eqs.(A5)-(A7) leads to

∂ p ∂ t j

n+1 2 − Δ t cj
n( ) 2

divgrad pn+1
j

= − cj
n( ) 2

div ρu( )n − Δ t div ρu⊗ u( ) n( )
j
. (A8)

Here, recall that the advanced momentum (ρu) ad  has been defined in §4.2 as an explicit solution of 
the discretized momentum convection equation, ∂t ρu + div ρu⊗ u( ) = 0 . Then, we can put

ρu( ) n − Δ t div ρu⊗ u( ) n ≈ ρu( ) ad . (A9)

The term ∂ p ∂ t j

n+1 2  in Eq.(A8) can be discretized as :

∂ p ∂ t j

n+1 2 ≈ pj
n+1 − pj

n( ) Δ t . (A10)

Substituting Eq.(A9) and (A10) into (A8), we obtain the vector form of Eq.(12) :

pj
n+1 − pj

n( ) Δ t = Δ t cj
n( ) 2

divgrad pn+1
j
− cj

n( ) 2
div ρu( )ad( )

j
.   
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