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Abstract

We construct stationary solutions to the barotropic, compressible Euler and Navier-
Stokes equations in several space dimensions with spherical or cylindrical symmetry. For
given Dirichlet data on a sphere or a cylinder we first construct smooth and radially
symmetric solutions to the Euler equations in the exterior domain. On the other hand,
stationary smooth solutions in the interior domain necessarily become sonic and can not
be continued beyond a critical inner radius. We then use these solutions to construct
entropy-satisfying shocks for the Euler equations in the region between two concentric
spheres or cylinders. Next we construct smooth Navier-Stokes solutions converging to
the previously constructed Euler shocks in the small viscosity limit. In the process
we introduce a new technique for constructing smooth solutions, which exhibit a fast
transition in the interior, to a class of two-point boundary problems.
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1 Introduction

Consider the domain between two concentric spheres » = a and r = b, where a < b,
and imagine that a compressible fluid is injected with a prescribed constant density p, and
constant radial velocity u, at the inner boundary r = a. Depending on how fast the fluid
is allowed to exit at the outer boundary, fluid may or may not pile up in the interior and
a shock may or may not form. Similarly, one can consider the case where fluid is injected
radially at the outer boundary, or the cases where spheres are replaced by cylinders.

As a first step in constructing stationary shock solutions of this type to the Euler
equations, we first construct inner solutions, that is, smooth solutions defined everywhere in
the exterior r > a of a sphere r = a with data (p,, us) prescribed at the inner boundary, and
outer solutions, which are smooth and defined inside r = b when data (pp, up) is prescribed
at the outer boundary. Note that the stationary equations reduce to ODEs under the
symmetry assumption. We find that inner solutions remain subsonic (resp., supersonic)
everywhere if they are subsonic (resp., supersonic) at r = a. A similar result holds for outer
solutions, with the interesting difference that there is a critical inner radius at which the
flow becomes sonic and beyond which the stationary solution cannot be extended. In the
cylindrically symmetric (CS) case we allow swirling flows with nonzero angular (v) and axial
(w) components, but we find that it is only the radial Mach number that is relevant for
classifying solutions (and for determining the critical radius in the case of outer solutions).
The main results on inner and outer solutions are summarized in Propositions 2.2, 2.4, 2.6,
and 2.7.

In section 3 we show how to build symmetric, entropy-satisfying shock solutions to the
Euler equations by using either inner or outer solutions. In each case, since we consider
only stationary solutions and due to the compressibility of admissible shocks, there is only
a single shock in these solutions. The main results are summarized in Theorems 3.1 and
3.2.



Section 4 addresses the following question: Taking a, b, and data at r = a as fixed,
can one formulate necessary and sufficient conditions on the flow variables at » = b which
guarantee the existence of a stationary, weak solution of the barotropic Euler equations
with these boundary values, and which contains a single shock at some location 7 € (a, b).
The answer is provided, for cylindrically symmetric flow with or without swirl, in Theorem
4.1.

Remark 1.1. The inviscid solutions we build have been studied, for isentropic flow, also
by Chen and Glimm [CG1] - [CG2] in their analysis of the initial value problem on exterior
domains. In these works the shock solutions serve as building blocks in a Godunov type
scheme and their analysis requires detailed local L*° estimates. The inviscid part of the
present work applies to more general barotropic flows and we are interested in properties in
the large.

The goal of the second part of the paper is to construct smooth Navier-Stokes solutions
converging to the previously constructed Euler shocks in the small viscosity limit. We focus
on the spherically symmetric case with prescribed supersonic inflow at r = a. (The same
arguments treat the cylindrically symmetric case when both v = 0 and w = 0.) We assume
we are given an inviscid shock taking values (pq,u,) at r = a and (pp, up) at r = b, and we
seek solutions to the second-order viscous equations on [a, b], which assume these boundary
values for each fixed viscosity €, and which converge (in an appropriate sense) to the given
inviscid shock as € — 0.

The density equation can be used to eliminate an unknown, say p, and one can attempt
to apply classical two-point boundary theory to the second-order ODE for u that remains.
This problem has the form

1
Upp = Ef(?“,u, Uy 6) on [a’ b}’ (1'1)

u(a) = ugq, u(b) = up.

The approach based on fixed point theorems (e.g., [H], Chapter 12) gives existence and
uniqueness for large epsilon, but provides no information for small e. In fact, as e — 0
the length of the interval on which one can solve two-point problems of the form (1.1)
generally shrinks to zero. The methods based on comparison theorems, upper and lower
solutions, and shooting methods [BSW, DH, K] also appear unsuitable for constructing
solutions involving fast interior transitions like the shock layers in our viscous solutions.

In section 5 after the change of variables s = r — 7, where r = 7 (a < T < b) is the
inviscid shock location, we reformulate the stationary Navier-Stokes equations as a second-
order, 2 X 2 transmission problem on the bounded interval [a — 7, b —7]. The unknowns are
(p,u) = (p+(s),us(s)) in £s > 0 and transmission conditions at s = 0 are given by

[p] =0, [u] =0, [us] =0, (1.2)

where, for example, [u] := u4(0) —u_(0). Boundary conditions are now imposed at s = a—7
and s=b—T.

Writing wi = (w',w?) := (p,u) (and suppressing some +), in section 6 we show how to
construct high order approximate solutions to the transmission problem,

W(s) = (U(s,2) + U (s,2) + - - + UM (5, 2)) |, (1.3)



where U7 (s,z) = UJ(s) + V7 (z), VI(z) — 0 exponentially fast as z — +oo, and U°(s) is the
given inviscid shock. Thus, for small § > 0,

w¢(s) — U%(s) in L°(|s| > 6), while

w¢(s) — U%(s) in LP(|s] < §),1 < p < o0. (14

Observe that the terms V7 (£) describe the fast transition in the viscous solutions that oc-
curs near the inviscid shock front at s = 0. The construction of approximate solutions is
summarized in Proposition 6.6. The method used has much in common with the construc-
tion in [GW, GMWZ3], but the fact that the transmission problem here is an ODE rather
than a PDE allows for some significant simplifications.

The last steps of the analysis are carried out in section 7. There we prove the existence
of an exact solution w(s) to the transmission problem that is close to the approximate
solution. We look for w® in the form

w(s) = (s) + e“v(s), 1 < L < M, (1.5)

where the v satisfy an appropriate error problem and turn out to be uniformly bounded in
L®[a —7,b—7] as € — 0. The second-order 2 x 2 problem for v¢ = (v!,v?) is written as a
3 x 3 first-order system for V = (v!,v2, ev?) (see (7.8)):

1

Vs=—-GV + Fon[a—T,b—T]
€

V]

=00 (1.6)
(v, v)) =T at s=a—T.

ns=20

There are two main obstacles to obtaining uniformly bounded solutions to (1.6) as ¢ — 0.
The first is that the entries of the matrix G = G(@° + €/v) are functions ¢/ (£, ¢(s)) that
undergo fast transitions near s = 0. The eigenvalues of G therefore exhibit similar behavior.
If all the eigenvalues of G had a favorable sign and remained bounded away from 0, the
factor of % in front of G would not pose a serious problem. In fact, fast transitions make the
eigenvalues of G hard to analyze, and we know that at least one changes sign near s = 0,
so the factor % is a serious problem. The second obstacle is the need to smoothly piece
together the part of the solution in |s| > § > 0 that changes slowly and takes on prescribed
boundary values at s = a — 7, with the part of the solution in |s| < ¢ that undergoes a fast
transition.

The matrix G in (1.6) can be written

G = G(qu”z: (17)

2.4=q°(s)>

where, roughly speaking, the first argument describes fast behavior, and the second argu-
ment slow behavior. The exponential decay of V%(2) to 0 as z — oo implies that there
exist limiting matrices G(+00, ¢) to which G(z, q) converges exponentially fast as z — 4o0:

|G(z,q) — G(£o0,q)| < Ce ™ for some C' > 0,k > 0. (1.8)

We deal with the first of the obstacles described above by using a conjugation argument
first introduced in [MZ], and also used in later papers such as [GMWZ2, GMWZ3], that



effectively allows us to replace the matrix G(z, q) by G(Z00, ¢) when analyzing (1.6) on the
fast transition subinterval |s| < ¢ (see Lemma 7.7). The removal of the fast scale in G greatly
simplifies the analysis of eigenvalues. One observes readily that two of the eigenvalues of
G(+£00,q¢(s)) are O(e), while the third is O(1) and changes sign at s = 0. This change of
sign reflects the transition from supersonic to subsonic flow across the inviscid shock. A
second and more straightforward conjugation can then be used to reduce G to the block
forms

O(e) O(e) 0
Gpi(g°(s)) =1 O(e) O(e) 0 on {|s| <0} N{£s >0}, (1.9)
0 0 gP(q°(s) +O(e)

as in Proposition 7.8. Observe that on |s| > &, VO(£) is already negligible for € small, so
in that region the G matrix in (1.6) can be conjugated directly to the form (1.9) without a
preliminary conjugation to remove the fast scale.

We deal with the second obstacle by splitting the transmission problem (1.6) into four
separate boundary problems labelled I, II, III, and IV on the subintervals [a —7, —6], [—d, 0],
[0,8], and [§,b — 7] respectively. The sign of ¢33 in (1.9) is positive in s < 0, and this
means that boundary data for the third scalar unknown must be prescribed at the right
endpoint in problems I and IL. (The factor of 1 in (1.6) causes the third unknown to blow
up exponentially as € — 0 if data is prescribed at the left endpoint.) This complicates the
smooth patching together of solutions at the joining point s = —J. We accomplish this
by first allowing the boundary data in problems I and II to depend on several unknown
scalar parameters, p1,...,ps, and then showing that parameter choices exist for which the
solutions to problems I and II match up smoothly at s = —4. The matching for Problems
III and IV is easier to handle, because ¢33 is negative in s > 0, so all boundary data can in
each case be prescribed at the left endpoint. Our main result for the small viscosity limit
is summarized in Theorem 7.15.

Remark 1.2. 1. We wish to explain the relation of this work to the paper [GMWZ3],
in which smooth solutions of the Nawvier-Stokes equations are constructed which converge
to a given Euler shock (about which no symmetry assumptions are made) in the small
viscosity limit. There are three main differences. First, the viscous solutions in [GMWZ3]
are time-dependent solutions of PDEs and exist on o finite time interval independent of
€. The solutions in this paper are solutions of the same PDFEs which are symmetric and
stationary, and can therefore be viewed as existing for all time. Their construction is based
on the solution of an appropriate ODE.

The second difference concerns the estimates and the techniques used for passing from
local solutions to global solutions. In [GMWZ3] global L* and Sobolev space estimates are
proved under an appropriate Evans function hypothesis by localization via a smooth partition
of unity. The errors introduced by the cutoffs are easily absorbed by adjusting certain weights
in the estimates. For the ODEs considered here, direct L°° estimates are most natural,
no Evans hypothesis is needed, and partitions of unity are no longer feasible (the errors
introduced are too large). Rather, we are forced to accomplish the passage from local to global
solutions, and in particular the patching together of “slow” and “fast” pieces of solutions,
by careful matching arguments involving the introduction of several unknown parameters.



A third difference is that the analysis in [GMWZ3] takes place in an unbounded domain
without boundary. The only boundary-type conditions in that paper are the transmission
conditions which are imposed on a (free) boundary located roughly in the middle of the fast
transition region. In this paper, in addition to transmission conditions at s = 0 we have
boundary conditions at s=a —7 andr =b—T.

2. A result demonstrating convergence of smooth viscous solutions to inviscid 1D shocks
was given in [GX]. The viscous shocks constructed there, as in [GMWZ3], were time-
dependent and existed on a finite time interval independent of €.

3. Geometric singular perturbation theory (or “Fenichel theory”) has been used by sev-
eral authors (e.g., [J, GS]) to construct solutions which exhibit both slow and fast interior
behavior and connect equilibrium points of ODEs. QOur viscous solutions exhibit both slow
and fast behavior, but since, for example, the endstates (pa,uq), (py, up) are not equilibria,
we do not see how to apply Fenichel theory to construct the viscous solutions being sought
here. Even if that were possible, we believe the direct and self-contained approach presented
here has much to recommend it.

There is by now a well-developed long-time stability theory for multidimensional planar
viscous shocks (see, for example, [Z, GMWZ1]). Under an appropriate Evans hypothesis,
it is known that small perturbations introduced at time zero of a planar viscous shock
will eventually dissipate and disappear in the limit as ¢ — oo. One of the motivations of
the present work is to set the stage for the study of such questions for non-planar viscous
shocks. For the long-time stability question to make sense, one must perturb a curved
viscous shock that is already known to exist for all time. Thus, it is natural to work with
stationary curved viscous shocks.

In the sequel to this paper [EJW] we construct stationary shock solutions for the full,
nonbarotropic Euler and Navier-Stokes equations.

1.1 Equations

The barotropic Navier-Stokes equations express the conservation of mass and the balance
of momentum. In Eulerian coordinates the equations in R? take the form

pt +div(pU) = 0 (1.10)
(pUY) + div(pU'U) + P(p)s, = pAU + A+ p)divU,, +0 i=1,2,3. (1.11)

Here z = (z1,29,73) and p,U = (U',U% U3), and P(p) are the density, velocity, and
pressure, respectively. p and A are positive viscosity coefficients (constants).

In the case of spherical or cylindrical symmetry the density and velocities at a point
depend only on time and the radial distance to either the origin or to the xs-axis. We
refer to these as the spherically symmetric (SS) and the cylindrically symmetric (CS) cases,
respectively. We let (u,v,w) be the velocity components in either spherical or cylindrical
coordinates. We set 7 = |z| in the SS case, while r = /2% 4+ 23 in the CS case. In either
case, with a slight abuse of notation we write p(z,t) = p(r,t), etc. Thus

U(m,t)zu(r,t)%, v=w=0



in the SS case, while

)(931,962, 0) +o(rt) (—x2,21,0)

Uz, t) = t
(,8) = ulr, ) 22 -

+ w(r,t)(0,0,1),

in the CS case. The equations (1.10)-(1.11) then take the form

pe+ (pu)e =0 (1.12)
1)2

(pw)e + (pu?)e = E= + P(p), — vugr =0 (1.13)

(p)r + (puv)e + 5= — pvg, = 0 (1.14)

(pw)e + (puw)e — pwye =0 (1.15)

where v := A+ 2p and 0¢ = 0, +m/r, and m = 1 (CS case) or m = 2 (SS case). Finally,
the inviscid compressible Euler equations are obtained by setting p = A = v = 0. The
compressible and Euler and Navier-Stokes equations are discussed, for example, in [RJ].

1.2 Setup and assumptions

Our first task is to construct stationary profiles for the barotropic Euler equations We treat
both the SS and CS cases in domains which are bounded by concentric and fixed spheres
or cylinders with radii b > a > 0. The solutions are constructed to take on given values at
the inner or outer boundaries {r = a} and {r = b}. To analyze stationary solutions we will
make the following assumptions about the pressure P(p):

(A1) The function p — P(p) is a twice differentiable on (0, +o00) with

P'(p) >0 forallp>0. (1.16)
(A2)
P"(p) >0 forall p>0. (1.17)
(A3)
o DI
limsup/ Plo) do = +00. (1.18)
p—+oo J1 o
(A4)
lim P'(p) = 0. (1.19)
pl0

Remark 1.3. We note that the pressure function of a polytropic ideal gas for isentropic
flow, i.e. P(p) = Kp" with v > 1, satisfies all of (A1)-(A4).

We denote by c¢ the local sound speed,

c=c(p) :==+/Plp).



2 Stationary solutions of the barotropic Euler equations

ODE system for spherically symmetric flow In the SS case the barotropic Euler
equations reduce to the ODE system

d(pur?)
= 2.1
dr 0 (2.1)

du  1d(P(p))
i =0 2.2
Yar + p dr ’ (22)

and the Rankine-Hugoniot conditions reduce to
[ou] =0, [P(p) + pu?] = 0.

ODE system for cylindrically symmetric flow In the CS case the barotropic Euler
equations reduce to the ODE system

d(pur)
= 0 2.3
dr (2:3)
dpur) 5 d(P(p) _
d
(p;,:v) +puv = 0 (2.5)
d(purw)
— 2.
el 0. (2.6)
and the Rankine-Hugoniot conditions reduce to
[pu] = 0 [P(p)+pu’] =0, (2.7)
together with
[v] =0, [w] =0. (2.8)

Inner and outer solutions We are seeking stationary solutions defined in regions be-
tween fixed, concentric spheres or cylinders with radii b > a > 0. Different situations occur
according to whether the Dirichlet data for p and u, v, w are prescribed at r = a or at
r = b. Solution with data prescribed at the inner (outer) boundary will be referred to as
inner (outer) solutions.

Remark 2.1. For barotropic flow the problem of solving the stationary equations will be
reduced a single algebraic equation. One could also analyze the ODEs more directly. Indeed,
this approach leads to a separable ODE for the velocity in the case of the full Fuler system
for an ideal gas (see [EJW]). While this is not true for the barotropic case, we note that
the ODFEs for the radial velocity are

2uc? u(v? + c?)

r = r(u? —c?)’ r = r(u? — c?)

(2.9)

in the S8 and CS cases, respectively. Thus, sonic points are singular points for the ODFEs.



2.1 Inner solutions in the spherically symmetric case

We now consider the case with given Dirichlet data p,, u, at the inner boundary r» = a,
and we seek a smooth, stationary solution to the barotropic Euler equations (2.1)-(2.2) in
the region r > a. Note that we are not (yet) saying anything about the sign or size of u,.
The ODE (2.1) yields

C
W;rz for r > a, where C, := pauga®.

u(r) = (2.10)
Notice that this implies that if u, = 0, then u(r) 2 0 for all » > a. We will only consider
the case where p, > 0 and u, # 0. To analyze the ODE (2.2) it is convenient to introduce
the function IT : R%r — R defined by

II(p2, p1) := /92 2P;(U) do . (2.11)

1

We note that (A3) amounts to II(p, p1) — 400 as p — oco. From (2.2) we get

L u(r)? + Tp(r), pa)] = 0.
Since I1(pg, pa) = 0, it follows that

u(r)? + (p(r), pa) = u2, forr>a. (2.12)
Using (2.10) to eliminate u(r) we thus get that p = p(r) satisfies

CQ
p(r)?r

— 2
7+ H(p(r), pa) = ug forr>a. (2.13)

We need to show that equation (2.13) can be solved for p(r) in terms of r when r > a. Let’s
define the function

(p; pa> ta) = p2 [Uz — II(p, pa)] ) (2.14)
such that (2.13) takes the form
Ca
?(p, pa,ta) = A (2.15)
We now consider p, and u, as fixed and let ' = d%. With ¢(p) = é(p, pa, ua) and I(p) =
II(p, pa) we thus have
¢ (p) = 2p[ug — ((p) + P'(p))] - (2.16)

From (Al) and (A2) it follows that the map p — II(p) + P'(p) is strictly increasing on
(0,00), and from (A3) it follows that it tends to +o00 as p 1 co. Note that (A4) together
with the definition of II, and the fact that p, > 0, implies u2 > 0 > (II(p) + P'(p))|p=o-
Thus, by (2.16), ¢'(p) > 0 for p > 0 sufficiently small, while ¢'(p) | —oc as p 1 co. It follows
that there are unique p-values 0 < p, < pg such that

¢'(p) =0,  ¢(po) =0.
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Figure 1: Inner solutions. The function ¢(p, pqe, us). Arrows indicate direction as r increases
from r = a. The function ¥ (p, pa, ua, Vq) in Section 2.2 has the same form.

Using (A4) it also follows that both ¢(p) and ¢'(p) vanish as p | 0. The graph of ¢ thus looks
like in Figure 1. As ¢(p,) = p2u2 > 0 it follows that p, < po. Note that, by construction,

we have ¢(pq) < ¢(p«). We observe that p, and py depend on a, ps, us, and that p, is
implicitly given by

ap¢(ﬂa pavua) o= - 0

*

For given a, p,, and u, there are thus two possibilities: p. < pg or px > pg. From the figure

it’s clear that p, = ps if and only if ¢'(p,) < 0. By (2.16) and the fact that II(p,) = 0, we

see that ¢'(pg) > 0 (¢'(pa) < 0) if and only if the flow is supersonic (subsonic) at r = a.
Returning to equation (2.15) we see that its right-hand side is a strictly decreasing

function of r. The two cases are thus given as follows (c2 := c(pa)? = P'(pa)):

e Subsonic case: |uq| < ¢q. In this case we find a unique, smooth solution p(r) of (2.15)

for all r > a, with dfiir) > 0;

e Supersonic case: |ug| > ¢4. In this case we find a unique, smooth solution p(r) of

(2.15) for all r > a, with dzgf) < 0.

It is clear from Figure 1 that these smooth solutions are defined for all r > a.

Consider the subsonic case and recall the convexity assumption (A2). This condition
implies that the sound speed along the profile, ¢(p(r)), is an increasing function of r in
this case. On the other hand, since II(p, p,) is increasing with respect to p, it follows from
(2.12) that |u(r)]| is a strictly decreasing function of r in this case. Thus, the Mach number
M(r) := |u(r)|/c(p(r)) decreases as r increases: if the flow is subsonic at r = a, then the
same is true for all » > a. A similar argument applies in the supersonic case: if the flow is
supersonic at r = a, then the same is true for all » > a. Note that these conclusions are
independent of the direction of flow, i.e. we get a solution for both inflow (u, > 0) and
outflow (u, < 0) boundary data. Summing up we have:

10



Proposition 2.2. (Existence of spherically symmetric stationary inner solutions) Consider
the stationary barotropic Euler equations with spherical symmetry (2.1)-(2.2) in the exterior
of a sphere with radius a > 0, and with prescribed Dirichlet data p, > 0, uq # 0 at r = a.
Assume that the pressure P satisfies the assumptions (A1)-(A4) and that the data are non-
sonic (i.e. u2 # P'(pa)).

Then (2.1)-(2.2) have a unique smooth solution defined for all ™ > a. The resulting flow
is strictly subsonic/supersonic for all v > a if and only if it is strictly subsonic/supersonic
at the inner boundary r = a.

Remark 2.3. If the data at r = a are sonic, then there are two solutions to (2.1)-(2.2)
defined for r > a - one supersonic and one subsonic.

2.2 Inner solutions the cylindrically symmetric case

Next we construct inner solutions for CS flow: given Dirichlet data p, > 0, ug # 0, v4, Wq
at the inner boundary r = a, we seek a smooth, stationary solution to the barotropic Euler
equations (2.3)-(2.6) in the region r > a. From (2.3) we see that (2.6) is satisfied with
w = wy. By using (2.3) in (2.4) and (2.5) we reduce the remaining equations to

pur = C,, (2.17)
rv = D, (2.18)
du D 1d(P(p)

27 _Za = 0 2.19
Yar T +p dr ’ (2.19)

where
Cy = apqug , D, = av, . (2.20)

Defining II(p2, p1) as in (2.11) and integrating (2.19) once, we get that the density p(r)
satisfies the algebraic equation

1 p(r)? 2 2 2 2
ﬁ = W [Va — H(p(r),pa)] 5 Where Va = U, + V- (221)

To analyze this equation we define the function

2
= — P 2
1/1(/)) = 7/1(97 paauaava) = m [Va - H(p,pa)] s

where the dependence on u, and v, are given by (2.20). When D, = 0 this reduces to the
function ¢ defined in (2.14). We get that

wm—mqﬁwyﬁmﬁ{@mmm+ﬁwwﬂhwwm. (2:22)

As in the SS case (see the argument above for ¢(p)) we have that the map
p = C2(T(p, pa) + P'(p)) + D3 p*P'(p) (2.23)

is strictly increasing, tends to +00 as p — +o0, and tends to a strictly negative value as
p 1 0. (Recall that we assume p, > 0). Also, from (A3), it follows that ¢(p) < 0 for p

11



sufficiently large. Hence, just as for ¢(p), we have that ¢)(p) is positive for small positive p,
tends to 0 as p | 0, and that there are unique values 0 < p, < pg for which

Y'(ps) =0,  (po) =0.

As Y(py) > 0 it follows that pg > pg. The situation is thus the same as for the case
without a tangential velocity component, and ¥ (p) = ¥(p, pa, Ua, v4) has the same shape as
d(p, pa,ug) in Figure 1.

Returning to the algebraic equation (2.21) for p(r) we observe that equality holds at
r = a by definition. As r increases from r = a we see that the properties of ¢ guarantees a
solution p(r), defined for all » > a. Just as in the case with no tangential velocity there are
two cases: p, 2 p«, which is the case if and only if ¢'(p,) < 0, which holds if and only if
u2 < P'(p,) = c2. Note that the tangential velocity is irrelevant at this point. We refer to
these cases as radially super/sub-sonic. To analyze the sonicity we define the

Radial Mach number = M,qq(r) = |u((r))| 7
c(r

as well as the

(proper) Mach number = M(r) :=

where V(r) := /u(r)? + v(r)?. We thus have two cases:

e Radially subsonic case: |uy| < c¢(a). In this case we find a unique, smooth solution
p(r) of (2.21) for all r > a, with d’;(:) > 05

e Radially supersonic case: |ug| > ¢(a). In this case we find a unique, smooth solution

p(r) of (2.21) for all r > a, with dle(;") <0.

Consider the radially subsonic case where d’;—(:) > 0. From (2.17), (2.18), and (2.21) we
have
V(r)? +11(p(r), pa) = Vi - (2.24)

Since II(p, p,) is increasing with respect to p, it follows that the speed V(r) is a strictly
decreasing function of r in this case. As pur = C, it follows that |u(r)| is decreasing in this
case, while the sound speed ¢(r) increases with r. Thus, in the radially subsonic case we
have that both the radial and the proper Mach numbers are decreasing as r increases from
r=a.

Next, consider the radially supersonic case where di'l—snr) < 0. Again, (2.24) holds and we
conclude that the speed V (r) is strictly increasing in this case. Also, since p(r) decreases,
so does the sound speed ¢(r). The flow, which is supersonic at r = a (as it is radially
supersonic there) therefore becomes more supersonic as r increases from r = a. We proceed
to show that the flow remains also radially supersonic as r increases. Multiplying (2.21) by
C2/p(r)?, and using (2.24) we get that

cavry?
"0 D
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As V (r) increases with r, in the the present case, while p(r) decreases, it follows that |u(r)],
and thus M,.q(r), increases as r increases.

Thus, stationary, cylindrically symmetric flow (possibly with swirl) which is radially
super- or sub-sonic at the inner boundary r = a, becomes increasingly so as r increases.
Summing up we have:

Proposition 2.4. (Existence of cylindrically symmetric stationary inner solutions) Con-
sider the stationary barotropic Euler equations with cylindrical symmetry (2.3)-(2.6) in the
exterior of a cylinder with radius a > 0, and with prescribed Dirichlet data p, > 0,u, #
0,vq,w, at = a. Assume that the pressure satisfies assumptions (A1)-(A4) and that the
data are radially non-sonic (u2 # P'(py)).

Then (2.3)-(2.6) have a unique, smooth solution defined for all r > a. The flow is
subsonic/supersonic throughout r > a if and only if it is subsonic/supersonic at r = a.

Remark 2.5. As in the SS case, if the data are sonic at v = a then there are two smooth,
stationary solutions defined in r > a - one supersonic and one subsonic.

2.3 Outer solutions in the spherically symmetric case

We now give Dirichlet data pp > 0,up # 0 at an outer boundary r = b, and we seek a
smooth, stationary solution to the Euler equations. Differently from inner solutions which
were defined everywhere outside the inner boundary, outer solutions are not defined for all
r < b: there is a critical radius r* = 7*(b, pp, up) € (0, b] where the flow becomes sonic and
beyond which a stationary solution cannot be extended. In order to construct a solution in
a nontrivial interval we will assume that the data are strictly super- or subsonic at r = b.
We define the functions Il and ¢ as in Section 2.1. An entirely similar analysis shows

that the density profile p(r) in the present case is given as the solution to the algebraic
equation

C? 2

A= o(p(r), po, up) where  C} = ppupb” . (2.25)
Again as in Section 2.1: setting ¢(p) = ¢(p, pp, up) we get that there are unique p-values
0 < p* < p° (each depending on b, p,, and up) such that ¢'(p*) = 0, #(p®) = 0. Note
that, by construction, ¢(ps) < ¢(p*). As ¢(py) = piui > 0 it follows that p° > p,. The
situation thus looks like in Figure 2, and we get the following two possibilities:

e Subsonic case: |up| < ¢. In this case we find a unique, smooth solution p(r) to (2.25)

with %)~ o,

e Supersonic case: |up| > ¢p. In this case we find a unique, smooth solution p(r) to
(2.25) with 92) < 0,

So far the analysis is similar to the analysis of inner solutions. However, as r decreases from
r = b, there is a limiting value of the radius r = r* = r*(b, py, up) below which (2.25) does
not have a solution p(r). Observe that 7* is given by p(r*) = p*, and that p* is implicitly
given by ¢'(p*) = 0. Using (2.16) (with u instead of u, and with ¢ and II as in this section)

13



Py p() p* p(r) P p°

supersonic subsonic

Figure 2: Outer solutions. The function ¢(p, pp, up). Arrows indicate direction as r decreases
from r = b. The function ¥ (p, pp, up, vp) in Section 2.4 has the same form.

we have u? —II(p*, pp) = P'(p*), and it follows that ¢(p*) = p**(uZ —II(p*, b)) = p**P'(p*).
By (2.25) the limiting value r = r* is thus given implicitly by

02
p*QP/(p*) — T*Z — p*2 *2 ]
That is, as we let r decrease from r = b we reach the limiting radius at the sonic point.
To analyze the sonicity of flow in outer SS solutions we can argue in a similar manner
as for inner solutions to reach the following conclusions: if the flow is subsonic (supersonic)
at 7 = b, then the flow becomes less subsonic (supersonic) as r decreases. We summarize
our findings for outer SS solutions:

Proposition 2.6. (Existence of spherically symmetric stationary outer solutions ) Consider
the stationary barotropic Euler equations with spherical symmetry (2.1)-(2.2) inside a sphere
with radius b > 0, and with prescribed Dirichlet data p, > 0, up # 0 at r = b. Assume that
the pressure satisfies the assumptions (A1)-(A4) and that the data are non-sonic (ui #
P'(pp))-

Then there is a critical inner radius r* = r*(b, pp, up) > 0 where the flow becomes sonic,
and below which there is no solution of the equations. For each fized 7 > r* the equations
have a unique smooth solution defined for 7 < r <b. The resulting flow is strictly subsonic
(supersonic) throughout [7,b] if and only if it is strictly subsonic (supersonic) at the outer
boundary r = b.

2.4 Outer solutions in the cylindrically symmetric case

We proceed to analyze solutions of the system (2.3)-(2.5) which takes on given Dirichlet
data pp > 0, up, vp at the outer boundary r = b. (We have now set w = wy). The analysis
follows the same steps as in the earlier sections.

14



We define II as in Section 2.1 and observe that the same analysis as in Section 2.2 shows
that the density profile p(r) in the present case satisfies the algebraic equation

1
3 = ¥(p) =¥(p, oy, wp, vv) (2.26)
where )
¥(p) = (p, po, up, vp) == Cl?—i-ngp2 [Vb2 —II(p, Pb)] ,

and with Vb2 = u% —H)g, Cy = bppup, and Dy = bvp. An argument entirely similar to the one
in Section 2.2 gives unique values 0 < p* < p" (now depending on py, up, vp) such that

V'(p*) =0,  P(°)=0.

As ¥(py) > 0 it follows that p° > p,. The situation is thus the same as for the case without a
tangential velocity component, and ¥ (p) = ¥ (p, pp, up, vp) has the same shape as ¢(p, pp, up)
in Figure 2. We have the two cases: p, 2 p*, which holds if and only if M,.4(r) S 1,
where

M,qq(r) = Radial Mach number :=

We thus have the two cases for any 7 > r*:

e Radially subsonic case: |up| < ¢(b). In this case we find a unique, smooth solution
p(r) of (2.26) on [7,b], with d’;—(:) > 0;

e Radially supersonic case: |up| > ¢(b). In this case we find a unique, smooth solution

— . dp(r
p(r) of (2.26) on [7, b, with Z(r) < 0.

Consider the radially subsonic case where d’ZlST) > (0. Combining the ODEs with data given
at r = b we get that
V(r)? +T(p(r), pp) = V7, (2.27)

where V(r) := y/u(r)? + v(r)?. Using the convexity of the pressure we get that the sound
speed ¢(r) increases with r. Thus, in the radially subsonic case we have that both the radial
and the proper Mach numbers increases as r decreases from r = b. In particular, the flow
becomes less radially subsonic as the particles flow towards the origin. A similar argument
shows that supersonic flow becomes less radially supersonic as r decreases from r = b.

Thus, stationary, cylindrically symmetric flow (possibly with swirl) which is radially
super- or sub-sonic at the outer boundary r = b, becomes less so as r decreases from r = b.

As in the case without a tangential velocity component we see from Figure 2 that, as
r decreases from r = b, there is a limiting value of the radius r = r* = r*(b, p, up) below
which (2.26) does not have a solution p(r). We proceed to show that this occurs exactly
where the flow becomes radially sonic (i.e. M,,q(r*) = 1). First observe that r* is given by
p(r*) = p*, and that p* is implicitly given by ¢/(p*) = 0. Using (2.22) (with C%, Dy, instead
of Cy, D, and with IT =TI(+, pp)) we get that

CZVE = CZ [L(p*, py) + P'(p*)] + DEp**P'(p").
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Using the relations II(p*, pp) = V2 — V*2 Cy = u*p*r*, Dy = v*r*, it follows that
u*? _ Pl(p*) —. 6*2 )
Summarizing we have:

Proposition 2.7. (Existence of spherically symmetric stationary outer solutions ) Consider
the stationary barotropic Fuler equations with cylindrical symmetry (2.3)-(2.6) inside a
sphere with radius b > 0, and with prescribed Dirichlet data py > 0, up # 0, vy, wp at r = b.
Assume that the pressure satisfies the assumptions (A1)-(A4) and that the data are radially
non-sonic (ui # P'(pp)).

Then there is a critical inner radius r* = r*(b, pp, up, vp) > 0 where the flow becomes
radially sonic, and below which there is no solution of the equations. For each fixed 7 >
r* the equations have a unique smooth solution defined for 7 < r < b. The resulting
flow is radially subsonic (supersonic) throughout [7,b] if and only if it is radially subsonic
(supersonic) at the outer boundary r = b.

Remark 2.8. A calculation shows that r* is an increasing function of |vy| for fized values
of b, pp,up. That is, faster rotation of the fluid decreases the interval of existence of a
stationary solution.

3 Stationary solutions with shocks

We next use the inner and outer solutions to construct weak solutions with spherical or
cylindrical symmetry, and with a single stationary, entropy admissible shock. As with the
inner and outer solutions in the previous section the construction will depend on whether
we work outward with data given r = a, or inward with data given at r = b. The two cases
are treated separately in the two next subsections. In the last subsection we consider the
problem of deciding existence and possible location of a shock when data are provided at
both r = a and at r = b.

We note that the Rankine-Hugoniot relations for density and momentum are identical
for SS and CS flow. It follows from (2.8) that only the radial part of the velocity changes
across a discontinuity in the CS case. We thus treat the two cases as one case, bearing in
mind that v = w = 0 in the SC case.

3.1 Shock solution built from inner solutions

We assume we are given Dirichlet data p, > 0, ug, Vg, w, at the inner boundary r = a (a
being fixed from now on) and we assume that the flow is either strictly radially supersonic
or strictly radially subsonic at r = a. That is, we assume u2 = c(a)?, where c(a)? = P'(p,).

Next we fix any radius b > a together with any intermediate radius 7 € (a,b). Ac-
cording to the proposeitions above we can solve (2.1)-(2.2) in the SS case, or (2.3)-(2.6)
in the CS case, for r € (a,7) with the given values at r = a as initial data. This pro-
vides the values p(7—), u(r—), v(F—), w(F—). The Rankine-Hugoniot conditions then give
p(T+), u(r+), v(7+), w(r+) (see below), which we use as initial data for (2.1)-(2.2) (or
(2.3)-(2.6)) in the outer region r € (7,b). Appealing once more to the earlier discussion we
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obtain a stationary solution defined for all r € [a,b] and with a single discontinuity at any
intermediate location.

It remains to verify that p(7+), u(7+), v(F+), w(7+) are uniquely determined by the
Rankine-Hugoniot relations, and to analyze the admissibility of the resulting solutions. As
selection criteria we impose that the flow should be compressive: a fluid particle suffers an
increase in density as it crosses a shock. Let p = p(7_), u = u(F_), and let p = p(Fy),
@ = u(7, ). Defining F(p) := P(p) — P(p) and G(p) := pu’(1— p/p), the Rankine-Hugoniot
conditions are __

Fp) =Gp), a=" (3.1)

We have

__\ 2
Flo) =P, md )= (2)
It follows that the flow at 7_ is radially supersonic if and only if G'(p) > F’'(p), and in this
case the Rankine-Hugoniot conditions have a unique nontrivial solution p > p. On the other
hand, the flow at 7_ is radially subsonic if and only if G'(p) < F'(p), and in this case the
Rankine-Hugonoiot conditions have a unique nontrivial solution p < p. (These conclusions
are consequences of the convexity assumption (A2)).

Recall that w = 0 if and only if u, =2 0 and that the radial sonicity is conserved as
we move away from the origin (for an inner solution, which is what we consider here). It
follows that if the flow is supersonic at the inner boundary r = a, then the flow there must
be into the domain. Similarly, if the flow is subsonic at the inner boundary r = a, then the
flow there must be out of the domain.

Having determined the flow in (a,7), as well as the values of the flow variables at r = r,
we can now find a unique stationary and smooth solution in the outer region 7 < r < b.

Proposition 3.1. (Stationary symmetric shocks built from inner solutions) Consider the
barotropic Euler equations with spherical (or cylindrical) symmetry in the domain between
two concentric spheres (cylinders) with radii a < b, and with prescribed density p, > 0 and
velocities ug # 0, vg, we at 7 = a. Assume that flow at r = a is (radially) non-sonic and
that the pressure satisfies the assumptions (A1)-(A4). Given any radius 7 € (a,b).

Then there is a unique weak admissible solution with a single shock located at 7 if and only
if, either, the flow is radially supersonic at r = a and directed into the domain (i.e. uq > 0),
or the flow is radially subsonic at v = a and directed out of the domain (i.e. u, < 0). In
the former case the flow is (radially) supersonic in (a,7) and (radially) subsonic in (7,b),
while the opposite holds in the latter case.

3.2 Shock solution built from outer solution

The procedure for constructing stationary, symmetric solutions with an admissible shock
from data given at the outer boundary, is similar to, but slightly more involved than, the
procedure in the previous subsection. To formulate the result we need to identify the two
critical radii involved. For concreteness let’s consider the SS case. First, from the data at
r = b we calculate pj = pi(pp, up) from the equation

apd)(pa Pb, Ub) =0 ; (32)

— o *
—F1
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where ¢ is defined in (2.14). We then calculate 7§ = 77 (pp, up) from

02
5 = 0ot ppw)  where Cy = pyud?. (3:3)
1

Now, given any intermediate radius 7 € (77, b) we know that we can solve the flow equations
on (7,b) to find (p, ) := (p(7+), u(r4+). The earlier analysis shows that the flow will be
strictly super- or subsonic at 7y if and only if it is so at » = b. As in the case of inner
solutions the Rankine-Hugoniot relations now determine a unique state (p, @) at 7— which
connects to (p, 4). The flow at 7_ is supersonic (subsonic) if and only if the flow at 7, is
subsonic (supersonic). Repeating the above analysis we find that the flow can be extended
inwards until a second critical radius r; < r} which is determined as above (with with data
7, p, u instead of b, py, up). (For the CS case there are similarly two critical radii r] and 73
determined in the same way from the data at » = b.) Finally, the admissibility condition
dictates the direction of the flow in the same way as in Section 3.1. Summarizing we have:

Proposition 3.2. (Stationary symmetric shocks built from outer solutions) Consider the
barotropic Euler equations with spherical (or cylindrical) symmetry in the domain between
two concentric spheres (cylinders) with radii a < b, and with prescribed density py > 0 and
velocities up # 0, vy, wp at 7 =b. Assume that flow at r = b is (radially) non-sonic and that
the pressure satisfies the assumptions (A1)-(A4). Given any radius 7 € (r},b) and assume
that a € (3,r]), where v, r3 are determined as above.

Then there is a unique weak admissible solution, defined on (a,b) and with a single shock
located at 7 if and only if, either, the flow is radially supersonic at v = b and directed into
the domain (i.e. uy < 0), or the flow is radially subsonic at r = b and directed out of the
domain (i.e. up < 0). In the former case the flow is (radially) supersonic in (7,b) and
(radially) subsonic in (a,T), while the opposite holds in the latter case.

4 When can a shock solution be found?

We next consider the possibility of finding shock solutions for given boundary data. For
concreteness we treat supersonic CS flow and ask: Given data (pq, g, Va, we) at r = a
together with data (pp, up, vp, wy) at r = b; does there exist a solution of the stationary
barotropic Euler equations with these boundary data and with an admissible shock lo-
cated at some intermediate radius 7 € (a,b)? To analyze this question we fix a, b, and
(Pas Uq, Va, We), and then formulate necessary and sufficient conditions on py, up, vp, wp
which guarantee the existence of a solution with a shock in (a, b).

From the earlier analysis we know that p(r)u(r)r? = C, := pausa?, rv(r) = D, = av,,
and w(r) = w, along any stationary solution (smooth or not). Thus, a necessary condition
for the existence of a shock solution with “final” data pp, up, vy, wp at r = b is that

C D
pbub:b%7 Up = Tay Wy = Wgq - (41)

We choose to work with the density as the primary unknown so that the issue becomes:
what final densities p, can be attained for a solution with a shock at 7 € (a,b). For
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Figure 3: Configuration in the case of supersonic inflow at r = a.

concreteness we consider the case with (radially) supersonic inflow at r = a, that is, ug > 0
and u2 > c2 = P'(p,).

To see how the final density p, depends on the shock location 7, we first observe that
the ODE for the density takes the same form in the two intervals (a, ) and (7, b), and it is
independent of 7. Indeed, from (2.19) it follows that

dp _ p(v® +u?)

i @) (4.2)

From the earlier analysis we know that the flow remains (radially) subsonic for all r > 7,
whence (4.2) is a well-behaved ODE with unique solutions. Thus, if pi(r), p2(r) are two
smooth solutions with p1(s) > pa(s) for some s, then necessarily p1(r) > pa(r) for all r > s.

We can use this to infer how pp varies with the shock location 7. Specifically we will
show that an increase in 7 implies a lower ending value for the density at r = b, see Figure 3.
Let p1(r) denote the solution to (4.2) for » > 7, and let p(r) denote the density immediately
on the outside of the shock. It follows from the uniqueness of solutions to (4.2) that an
increase in 7 implies a lower ending value for the density at r = b if and only if

N

pr) < pi(r+), (4.3)
which we will show to hold. From (4.2) we have

@ — i) = LD, (4.4

where a bars (hats) denote evaluation immediately on the inside (outside) of the shock. To
express p/(7) we use the Rankine-Hugoniot relations. As pu = C,/r throughout we get from
(2.7)2 that

C? C?
P(p) + =& = P(p) + =2 .
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Taking the derivative with respect to ¥ and rearranging gives

202 /1 1 202 /1 1 p(v% + u?
@ -ty = Ze(A o) p@oay = L (L) L AR )
pop reeApp "

where we have used that (4.2) holds throughout (a,b). From (4.4) and (4.5), and recalling
that ¢2 — a2 > 0, we get that (4.3) holds if and only if C2(p—p) < D2pp(p— p), which holds
since the shock is compressive (p > p).

It follows that the minimal value « for p; is attained by placing the shock at 7 = b—,
while the maximal value for p, is attained by placing the shock at 7 = a+. We summarize
our findings in:

Theorem 4.1. (Possible shocks in cylindrically symmetric flow) Consider the station-
ary, cylindrically symmetric, barotropic Fuler equations. Given radii a < b and data
Pa> Ua, Va, We Wwhich corresponds to supersonic inflow at r = a (i.e. u2 > 2, uy, > 0).

Then there is a finite interval (o, 3) of py-values that can be reached from the data at
r = a through a stationary, compressive shock located at some location 7 € (a,b). «,
depend only on a, pq, Uq, Ve, and b, and there is a one-to-one correspondence between py
values in (o, B) and shock locations in (a,b).

Remark 4.2. A similar analysis applies to the case of CS flow with (radially) subsonic
data given at v = a, as well as to the case of SS flows.

5 Exact Navier-Stokes solutions converging to Euler shocks

In this second part of the paper we construct smooth stationary solutions to the Navier-
Stokes equations which converge to the previously constructed inviscid shocks in the small
viscosity limit. We focus on the spherically symmetric case with prescribed supersonic
inflow at » = a. The same arguments treat the cylindrically symmetric case when both
v =0 and w = 0. The small viscosity limit for the CS case when either v # 0 or w # 0
entails additional difficulties similar to those which appear in the nonbarotropic SS case.
These are treated in [EJW].

In the following sections we sometimes denote derivatives with respect to r or s by d, f
or dsf, and we denote viscosity by e.

5.1 Formulation as a transmission problem

The stationary viscous equations for the spherically symmetric case are given by the
2 x 2 second order system

2
d, (pu) + % =0
5.1)
2pu? Qu, 2 (
dr(pu?) + pu +d.P(p) =¢ <urr + U Z> , €>0.
T T T

We suppose that we are given a stationary inviscid shock solution U°(r) = (p°(r), u°(r))
(as constructed earlier) with supersonic inflow at r = a, shock surface r =7 € (a,b), and
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taking the values (pq,uq) at 7 = a and (pp, up) at » = b. Setting s =r — 7, p(s) := p(s +7),
u(s) := u(s +7) and dropping tildes, we obtain an equivalent problem on [a — 7, b — 7| with
shock surface at s = 0 now:

dsf(p,u) + g(p,u,s) = eh(u,us, uss, s) (5.2)
where
2pu
flowy={ " g(p.u.s) = 5:5 |, and (5.3)
9 pu —l—P(p) 9 y Wy QSTF 9

0
h(U,US,USS,S) — (uss 4 2Us 2u ) . (54)

st7  (s47)2

For viscosity € > 0 sufficiently small, we shall construct exact smooth solutions to (5.2),
which assume the values (pq, uq) at s = a — T, the values (pp, up) + O(€) at s = b — 7, and
which “converge” to the inviscid shock U%(s) = U(s 4+ 7) as € — 0 (e.g., in L? near s = 0,
in L for |s| > § > 0). The tilde on U" is suppressed below.

To obtain exact viscous solutions converging to U%(s) as € — 0, first we replace (5.2)
with an equivalent transmission problem on [a —T,b — 7:

(a) dsf(p,u) + g(p,u,s) — eh(u, us, uss, ) =0 on [a —F,b—7] N {xs > 0} (5.5)

(b) [pl =0, [u] =0, [us] =0 on s =0, '
where now (p,u) = (p%,uS) in £s > 0. Using the obvious correspondence between C*
functions on [a —7, b—7] and piecewise C'* functions satisfying transmission conditions as in
(5.5), we see that the problems (5.2) and (5.5) are equivalent in the sense that (p, u) solves
(5.2) if and only if (p+,u+) solves (5.5). Here and often in what follows, we suppress the +
and € on (pS,u%).

Remark 5.1. 1. For a given interval length p = b — a, if € is large enough, one can use
the fact that

p(r)u(r)r? = pauqa® (5.6)

to replace (5.1) with an equivalent equation for u, and apply classical two-point boundary
theory for second-order problems (e.g., [H], Chapter 12, Thm. 4.1 and Cor. 4.1) to obtain
a unique solution taking the values uq, up at a, b respectively. However, for small € the
standard theory wields two-point existence results only on intervals whose lengths shrink
to zero with €. Furthermore it gives no information about the proximity of these large €
solutions to the given inviscid shock. Formulating the viscous problem as a transmission
problem at the location of the inviscid shock effectively resolves the issue of locating the
transition region.
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6 Approximate viscous solutions

We seek an exact solution w(s) = (p(s),u(s)) of (5.5). We first construct approximate
viscous solutions of the form

W (s) = (U (s, 2) + el (s,2) + -+ MUM (s, 2)) ey (6.1)
where we shall need to take M > 2. Here
U (s, ) = U9(s) + V7 (2), (6.2)

with U{(s) the given inviscid solution, and the Vi are transmission layer profiles which
(turn out to be) exponentially decreasing as z — +oo. The following construction is an
adaptation, to ODEs on a bounded interval with fast and slow scales, of the construction of
approximate solutions of the Navier-Stokes equations on R+ in [GMWZ3], section 5 (see
also [GG]).

6.1 Interior profile equations
Substitute (6.1) into (5.5) and write the result as

M
> EFI(s,2)a=s + MRM(s), (6.3)
j=—1

where
Fi(s,z) = Fi(s) + GI(2). (6.4)

Here the GV decrease exponentially to 0 as z — 400, since the same is true of the V7(2) in
(6.2).

Remark 6.1. 1. When substituting w¢ into a nonlinear function f(w), we Taylor expand
as follows:

fl@®) = fU"+O(e)) = f(U° + V) + O(e) =

SO + (fU°+ VO = FU") + O(e) = FWU°) + (F(U°0) + V) — F(U°(0))) + O(e).
(6.5)

The O(s) error introduced by replacing U°(s) by UY(0) can be viewed as an O(e) error
by writing s = €z|,—s and using the exponential decay of V°(z). Higher order terms are
obtained similarly. ’

2. The terms FI(s), GI(2) appearing in (6.3) are unique for j < M — 1. For example,
to see that F~1(s) is uniquely determined, multiply (6.3) by e, fiv s # 0, let € | 0, and note
G_l(f) — 0. For fived zy # 0 this in turn implies uniqueness of G~1(zg), by evaluating at
¢ = zpe and letting € | 0.
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The interior profile equations are obtained by setting the F° 7, G9 equal to zero. In the
following expressions for G7(z), the functions U7 and their derivatives are evaluated at
s =0. With f(w) as in (5.3), define 2 x 2 matrices

A =) = (4 42) = (2 by o) E=(0 V) ©9)

The F7, G7 are given by

F7l(s)=0
-1 25,0 0 (6.7)
G ' (2) = —BoU” + 0. f(U°),
FO(s) = A(UO,U° + g(U°, 5)
0 21,1 0y (771 1 0(770 1,0 (6.8)
G (2) = —BOZV' + 0, (AU (U + V1)) + Q° (U, VY),
where Q° = Q°(z) (for short) decays exponentially to zero as z — +o0o. For j > 1,
Fi(s) = A(UYOU? + dg(U°, s)U7 — PT71(s) 6.9)

GI(2) = —BO2VITL 4 0. (AUO) (U + VIth)) + QU(2),

where P7, Q7 depend only on (U*, V*) and its derivatives for & < j, and @’ decays expo-
nentially to 0 as z — £oo. The P’(s) have some dependence on s coming from the third
argument of g(p, u, s).

6.2 Profile transmission conditions

The following equations are obtained by substituting the expansion (6.1) into the trans-
mission conditions (5.5)(b), and setting coefficients of the different powers of € equal to 0.
Here Ui, Vi denote limits as s, respectively z approaches 0F. Below we use the notation
UJ = (U%',U%?) and similarly for V7.

We obtain at s = 0 the conditions:

(a) v U_?r’l + V_E’l =U% 4+ VB’I,
b) & UP V2 =U2? 4 V02 (6.10)
(¢) et 0.V =0,V
and for 1 < j < M,
(a) ¢ UM+ VI = U2t VI
(b) & : UP? 4 V2 = g2 4 vi2) (6.11)
(¢) @71 QU 4 9,vI? = 9,U7 12 9,V

Remark 6.2. Observe that the boundary conditions (6.10), (6.11) imply that w as in (6.1)
satisfies

dsiw? = dsw® + MK at s =0, (6.12)

for some constant K. By adding —s¢(s)e K to 17)3_, where ¢ is a smooth cutoff supported
near s = 0 and identically one near s = 0, we obtain an approximate solution satisfying the
transmission conditions exactly.

23



6.3 Solution of the profile equations.

1. Note that Fi = 0 already by our assumption that U° is a shock.
2. V0 and the reduced profile equation. Recall that G~!' = 0 represents one
equation on z > 0 and one on z < 0. Continuing to suppress the + subscript, we define

Gi(z) = fgoo G(Q)dC for 220 (6.13)
J7 . GI(¢)dC for z <0
Anticipating U4 (0, 2) — UL(0) as z — oo, we find that the equations G71(z) = 0 are,
with f = (f1, f?),
0= U’ - U,
.14
002 = PU) - (U0, (o1

Set W(z) = U%(0,2) = U°(0) + V°(z), where V? is unknown. The existence of a smooth
profile W on R, satisfying (6.14) with

W(z) — UL(0) as z — Fo0 (6.15)

is classical. For example, in [Gi] Gilbarg shows that for a convex pressure law, such profiles
exist for shocks UY (0) of any strength. (This is easy in the barotropic SS case, where the
phase space for the reduced profile equation (6.16) is one dimensional). Taking V{(z) :=
W (z) — UL(0), we observe that G~! = 0 and the transmission conditions (6.10) hold.

For later reference, we obtain the reduced profile equation by solving the first equation
of (6.14) for U%! in terms of U2, thereby obtaining U%! = k(U*?) and:

0L = fRU™?),U) = f(R(U2),U%) = f1U*?) = F(U*?). (6.16)
Observe
O.UM = A0.U%%, where A := —(AM)71AZ, (6.17)

3. Determining the jump [U!]. Define Q%(z) from Q°(z) in the same way (6.13)
that G’ was defined from G7. The equations G’(z) = 0 can be written

(a) 0= All(Ul’l + Vl’l) + A12(U1’2 + Vl,?) . (A(UO)Ul)l + QO,l (6 18)
(b) 0.V12 = AZ(UL 4 VI 4 ARUM2 4 VI2) - (AUO)UY)” + Q"2 '

We show now that the jump [U'] is determined by the requirement that the equations (6.18)
be compatible with the transmission conditions (6.11).

Suppose for a moment that [%?] = [UY2 + V12| = 0. Then (6.18)(a) shows that
[U'1] = 0 if and only if

[AUUM = [@™1. (6.19)

We seek a condition on [A(UY)U'])? that will imply (6.11)(c) for j = 1 assuming that
(6.18) and (6.11)(a),(b) hold. Using (6.18)(b) and

=0, 0.V =0, [U'+V!]=0, (6.20)
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we compute

[0:V1?] = ~[A[U°)U'? + [Q°. (6.21)
Now (6.11)(c) for j = 1 means [0,V 2] = —[0,U%2]. This holds if and only if
[A(UO) U = [Q2) + [9,U%2). (6.22)

Equations (6.19) and (6.22) give the transmission conditions for the problem satisfied by
U'. Since A(UY(0)) is invertible, these conditions determine the jump [U!].
For later use we use (6.17) and (6.18)(a) to write

(a) UM + VB = AU + V12) 4+ H(2), where

(b) H(z) = —(A") 7! (-(AU"H U + Q™). (02
4. Solve for U!. First solve F'l(s) =0,
A(UNOU 4 dyg(U, s)U' = PO(s), (6.24)
on [a — 7,0] with boundary conditions
Ul=0ats=a—T7. (6.25)

This gives UL(0). Knowing [U'] we obtain U (0), and then use that as initial data for
solving (6.24) on [0,b — 7]. Observe that we have no reason to expect U'(b —7) = 0.

5. Stable and unstable manifolds. Let W* C R! (resp. W* C R!) denote the
stable (resp. unstable) manifold of the reduced profile equation (6.16) for the rest point
U2’2(O) (resp. U%?(0)). The properties of U(s) (in particular, supersonic flow to the right
in [a — 7,0], subsonic flow to the right in [0,b — 7]) imply that these are 1 dimensional
manifolds which intersect (transversally of course) along the image of the profile 2/%2(0, 2).
The tangent space to W* (resp. W) at 4%2(0,0) (R in both cases) is the space of initial
data at z = 0 of solutions to the linearized equation

2. Vh? = A, UV, (6.26)
on z > 0 (resp. z < 0) which decay to 0 as z — 400 (resp. z — —o0). Here
A (U?) = dy fr = (A% — AP (AT AR) (R(U"?),U°?). (6.27)

Remark 6.3. 1. A direct computation using the given properties of U°(s) shows that in
the barotropic SS case, for some o > 0,

A (U (5)) > a in [a —T,0], while A, (U*(s)) < —a in [0,b — 7). (6.28)

From (6.28) we see that the sign of A.(U%2(0,z2)) changes as z varies from —oco to +00.

2. In the full SS case A,(U%2(s)) is 2 x 2 with two positive eigenvalues in [a —7,0] and
with eigenvalues of opposite signs in [0,b — 7|. Thus, the sign of one of the eigenvalues of
A (U"2(0, 2)) changes along the profile. The manifolds W3, W are submanifolds of R? of
dimensions 2 and 1, respectively, and intersect tranversally along the trace of U%2(0, 2).
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6. Solve for V'. We will first obtain V2 exponentially decaying to 0 as z — o0,
and then use (6.23) to solve for V!, From (6.23) and the decay of V%2 it will then be clear
that 9,V5! must decay exponentially to 0. From (6.23)(b) we see that

H(+00) = Uy (0) = (Al:=200)Us*(0), (6.29)

so Vb1 itself decays exponentially to 0. The equation for V1?2 is (6.18)(b), where now
ULl + VIl s given by (6.23)(a). In view of the compatibility conditions that have been
arranged by the choice of U, in order to obtain V! satisfying (6.18) and the transmission
conditions (6.11)(a),(b),(c) for j = 1, it suffices now to find an exponentially decaying
solution to (6.18)(b) such that (6.11)(b) holds: [UY? 4+ V12| = 0.

Using (6.23) we observe that (6.18)(b) has the form

0V = A, UV + F(2), (6.30)

where F is expressible in terms of already determined profiles and exponentially decreasing
to 0 as z — F+oo. Let W?® and W" be the linear submanifolds of R consisting of initial data
at z = 0 of solutions to (6.30) that decay to 0 as z — £oo. Both W?* and W" equal R in
the barotropic case. (In the full SS case, they are translates of the tangent spaces to W*
and W, respectively, at U%2(0,0).)

Clearly, we should choose initial data

(V2(0), VE2(0)) € W x W) N {(v1,02) € R? vy —vp = UZ2(0) — UL2(0)}. (6.31)
We call this line £', the line of connection initial data for Vi’z(z). Any point on £! gives a
choice of initial data for (6.30) corresponding to a decaying solution that satisfies (6.11)(b).
Thus, we now have an exponentially decaying V'!(z) satisfying (6.18) and (6.11) for j = 1.

Remark 6.4. 1. In the full SS case (6.31) is a transversal intersection of linear submani-
folds of R* of dimensions 3 and 2 respectively. Again, we obtain a line L' with direction

U%2(0) := (0.4*(0,0),2.U**(0,0)). (6.32)

2. Different choices of points along L' lead to an indeterminacy in Vi(b;—?) or V_l(“T_?)

. _C
of size e~ <, for some C > 0.

7. Repeat. The remaining profiles are solved for according to the same pattern:
Ul vl SUu? v (6.33)

For each j > 1 take U’(a —7) = 0. The jump condition at s = 0 for the problem satisfied
by U jA is always the compatibility condition for V7. The line £7 of connection initial data
for V! always has direction U%2(0).

We summarize the result of this construction using the following spaces to keep track of
regularity:

Definition 6.5 (Spaces). 1. For k € N let C}I; (the subscript indicates “piecewise”) be the
set of functions U(s) on [a —T,b —T| such that the restrictions Uy belong to
C*([a —7,b—7]N{£s >0}).
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2. Let C’Z’f be the set of functions V(z) on R such that the restrictions Vi belong to
C*(£z > 0) and satisfy, for some 3> 0,

d J
— |V
(%) ve
The inviscid construction shows that if the functions f(p,u), g(p,u, s) appearing in (5.5)
are C* functions of their arguments, then U%(s) € C;j.

< Cie PP for j < k. (6.34)

Proposition 6.6 (Approximate solutions). Let k and M > 1 be integers with k > M + 2.
Assume that the functions f(p,u), g(p,u,s) appearing in (5.5) are C* functions of their
arguments. Let U%(s) € C’;f be a stationary inviscid shock on [a —T,b —T] with supersonic

inflow at a — T, shock surface at s =0, and taking the values (pq,uq), (pp,up) at s =a —T

and s = b—T respectively. With w = (w',w?) := (p,u), write the interior equation (5.5)(a)

as E(w) = 0. Then one can construct an approzimate solution
W (s) = (U (s, 2) + el (s,2) + -+ MUM (s,2)) | =2 (6.35)
satisfying

E(c) = M RM<(s) on [a —T,b—T]
[0] =0, [dsw®?] =0 ons=0 (6.36)
w(a —T) = (pa,uq) + O <e*€> for some >0, w(b—T7) = (pp, up) + O(e).

Here U (s,2) = U (s) + VI(z), with U%(s) the given inviscid shock, and

Ul ecy (637
Voedlk vielk! forj>1, '
and there exist constants M; such that
(€05 RM | co < Mj, for j <k —M —2. (6.38)

Proof. It just remains to discuss the regularity of the profiles. Since f(p,u) € CF, the
solution ¢°(0,z) of (6.14) is C* on R, and thus V(z) € C} (in fact, Y%? € C**! on
R). The term Q%(z) in (6.8) involves two derivatives of V°. Thus, the terms on the right
in the equation for V%2 obtained from (6.18)(b) are in C]f*l. So V12 ¢ C’;f. We get
Vbl e Cg_l, since AY(U%) € C*~1. The term Q'(z) in (6.9) involves two derivatives of V1,
hence Q!(z) € 05*2, and therefore V2 € C}I,f*l again. Similarly, V7 € C’]jfl for j > 1.

In (6.24) P%(s) involves terms in which U°(s) is differentiated twice, so U(s) € C’;f_l,
and similarly U/ € C’].f 7,

The remainder R has a contribution that involves two derivatives of UM € C’]Ij_M .
Hence we obtain (6.38). O
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7 The error problem
We now look for an exact solution to the transmission problem (5.5) in the form
w® = 4 v, 1 < L < M, (7.1)

where W€ is the approximate solution given by (6.35). It would suffice, for example, to choose
L =1 and M = 2, but the arguments below work for any L, M satisfying 1 < L < M.

We will often suppress the superscript €. By subtracting £(w) — £() and cancelling ”

we obtain the error problem for v¢ = (vt v?):

1 1
(a) A(w + e v)dgv + <v . / OwA(W + aeLv)da> dsw + v - / Dwg (b + oetv, s)do
0 0

— eh(v?, 02,02, 5) = —M L RMe onfa—7b—7|N{+s =0} (72

) S S8

(b) [v] =0, [dsv?)] =0on s =0
() v(a—7) =€ X ((pa,uq) — W(a —7)) = O(efg) for some 5 > 0.

7.1 First-order system

Let us begin by rewriting (7.2)(a) as
1
Adgv+ -Bv+ Cv — eh = —M~LRM (7.3)
€
where

1
Bv:i=c¢ (U . / OwA(W + JeLv)da> dsw,
0

) (7.4)
Cv:=v- / Dwg (0 + oePv, s)do.
0
Recalling the definition of h, (5.4), this becomes
1 0 M—L pM
Adsv+ -Bv+Cv—€| o | =—¢ R™, (7.5)
€ USS
where now
0 0 0 0
A:A—< 26>, C:C—|— 0 2¢ . (76)
0 & (s+7)?
Setting F := B + eC, we next split the matrix equation into components:
1 1
Adol + A2d0? 4+ BNyl 4 S22 = _M-LRM1
€ € (7.7)

SS

1 1
A2 d ot + A2d 0% + ZE2W 4 ZE222 — 2 = —M-LRpM2,
€ €
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Define V = (vl, 02, v3)!, where v3 = ev2, and rewrite (7.2) as a 3 x 3 first-order transmission
problem on [a — 7, b —T]:

[V]=0o0ns=0, (7.8)

where
g11 912 g13 _(All)flﬁMfLRM,l
G=120 0 1 , F = 0 , (7.9)
931 932 933 M-LpM2 _ AQl(A“)*leM*LRM’l
with

gll — _(All)flEllj 912 — _(A11)71E12’ 913 — _(A11)71A12

7.10
g3 = B2 L A% g3 = B2 1 A% 412 g5 = A2 — A2 (AL 12, ( )

Notation 7.1. We introduce the notation ¢¢(s) = (¢, ..., q%%) by

1. ¢'(s) = U(0),

2. ¢%%(s) = (U%s) = U°(0)) + € (UM (s) + V() + -+ + M (UM (s) + VM(2)),

3. q%3(s) = elve, where we suppose that v<(s) is bounded in Cg for some j > 1,

4. de =1 (dZVO(z)|Z:§ + q6’4(s)> (hence, ¢*(s) = O(e) uniformly on [a —T,b—7]),
5. ¢°°(s) = ¢C,

6. ¢5(s) = Si—; This occurs only in the second term in the definition of A, (7.6).

7. For any function f<(s), the expression f¢ = O(c¥) means |f<(s)| < Ce* uniformly on
[a—7,b—T] for 0 < e < e,

8. g will always denote some sufficiently small positive number,

o

. When € | 0 observe that ¢°(s) — q°(s) := (U"(0),U°(s) — U(0),0) in C).
Suppressing some epsilons, we have

(@) B(s) = VO(2)|zs + ' +

(b) w(s) = V0<2)’z=§ +¢+ P+ (7.11)

(Q)dsii(s) = (d-VO(2)]o=x + ).

a |
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In the obvious way, we may now regard the matrix coefficients appearing in (7.3)-(7.10) as
defining corresponding functions of (z,q) € R, x €, for some  C R!3. For example, we
write with slight abuse,

Al + o) = A(z,q)
G =G(z9)]=

E=FE(z,q)

‘z:f,q:qe(s) ) |z:§,q:q6(s),

(7.12)
2,a=q°(s)"

Note that z-dependence in the above functions of (z,q) enters only through V° or d,V?°.
Recalling the definitions of A and E, the properties of U°(s), and using (7.11), we see
that for v valued in a bounded subset of R? and for 0 < € < € with ¢y sufficiently small,

(a) E <§,qe(s)) ~0 (\dzvoyzzf\) + £(s), where £(s) = O(e),

B A(S )=o), A (Za) = o). (7.13)

7.2 Strategy

We solve the error problem (7.8) on [a — 7,b — 7] by choosing a sufficiently small § > 0 (in
a manner explained below) and solving subproblems on the s-intervals

[a —7,—0], [-4,0], [0,0], [6,b—T]. (7.14)

Let us refer to these subproblems as problems I, 11,111, 1V respectively.

In problems I and IV observe that the d,V° term in (7.13)(a) is uniformly O(efg) for
some 3 > 0, so using (7.10) we have

G=1| 0 0 1 | for problems I,IV. (7.15)
O(e) O(e) g%

Thus, in |s| > 6, G has two eigenvalues \{(s), A5(s) that are O(e) and a third, A§(s) that is
g%3 4+ O(e). From Remark 6.3 and the definition of g3 we see that for 0 < € < ¢y and some
a >0,

A3(s) > « in problem I; A3(s) < —a in problem V. (7.16)
Moreover, g>3 changes sign on [, d].

Remark 7.2. 1. In order to determine a unique solution to the transmission problem
(7.8), an additional scalar condition must be imposed on V. The fact that A3 is positive
in problem I implies that if we try to prescribe v3 = ed,v? at a — 7, “most” solutions will
blow up exponentially as € — 0. This is one difficulty. On the other hand the sign of A3 in
problem IV allows us to prescribe initial data for V at s = 9. Problems I and IV describe
the slow variation of v away from the transmission layer near s = 0.

2. Problems Il and II1 describe the fast variation of v in the transmission layer. Here
there are two difficulties. On the one hand g33(§, q°(s)) varies rapidly and changes sign on
[—3,0]. In addition, the d,V° term in (7.13)(a) is O(1) on [—J,0], so we no longer have
(7.15). All nonzero terms in G are now O(1).
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3. Consider the restrictions to |s| > § > 0 of the functions of (s,€) given by ¢ (s),
A (2,4%(s)), etc., as in (7.12), (7.13). The exponential decay of V°(z) implies that these
restrictions extend to {|s| > d} x [0, 9] with the same regularity in (s,€) that they have on
{Is| =} x (0, €0].

Each problem will be reduced to a simpler form by conjugation. The conjugations for
problems I and IV are straightforward conjugations to block form, where one 2 x 2 block
corresponds to the O(e) eigenvalues A1, A2 and the other 1x 1 block corresponds to Az. Two
conjugations are used for each of problems I and I11. The first conjugation is of the sort
introduced as a key tool in [MZ, GMWZ2, GMWZ3|, and is designed to replace G(z, q) by
G(—0o0,q) and G(+00,q) in problems IT and II1I respectively. This has the effect of setting
VO(2) or d,V°(z) equal to zero in all coefficients. The second conjugation is a conjugation
to block form as in problems I, IV.

We'll produce a family of solutions to problem I depending on a single scalar parameter
p1, and a family of solutions to problem II depending on 3 scalar parameters (p2, ps, ps).
For example, we take

V]
(1)2) (a—7) =€ " ((pa,uq) — W(a —T)) =7, v3(—=8) =p; in problem I. (7.17)

The requirement that the solutions to problems I and II agree at s = —¢§ will allow us
to determine (p1,p2,p3) in terms of py, which at the moment remains free. The favorable
sign of ¢*3(UY(s)) allows us to prescribe three scalar initial conditions at s = 0 for problem
III and at s = ¢ for problem IV. Hence, additional parameters are not needed for those
problems.

7.3 Problem [ on [a — T, /]

For the moment we allow —J to be any fixed number in (a — 7,0), and we assume the
unknown v¢(s) is uniformly bounded with respect to € in C’g.

Proposition 7.3. There is an invertible 3 x 3 matriz S(2,q°(s)) defined on [a — 7, —6] x
(0, €0, with the same reqularity in (s,€) as G in (7.12), such that

SGS = <Ig 2) — Gy (7.18)
where H is 2 x 2, P is1 x 1, and
H(2.q(9)) =0, P () = %5(s) = g* (U2 (s) + O(0). (7.19)

As a function of (s,€), S extends with no loss of regularity as an invertible matriz on
[a —7,—06] x [0,e0]. At e =0 S has the form

Sll 512
< 0 522 ’ (7'20)
with St and S?? invertible on [a — 7, —6], and of size 2 x 2 and 1 x 1 respectively.
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Proof. Tt is clear from (7.15) that when € = 0, 0 is an eigenvalue of G with a two dimensional
eigenspace. Together with the spectral separation described before Remark 7.2, this implies
that there is an invertible matrix S such that (7.18) holds with H and P as in (7.19). In
view of part (3) of Remark 7.2, S has the stated regularity.

The span of the first two columns of S, span Sy, is an invariant subspace for G, and at
e = 0 this space is

ker G = R? x {0}. (7.21)

Thus, we must have
Sll

with S is 2 x 2 and invertible, and S?!' vanishes at e = 0. The last column of S, S;; is an
eigenvector associated to As. Since S is invertible, at ¢ = 0 we must have

512

Sir = (522> (7.23)

with S22 #£ 0.
O

‘We shall solve

1

ol 5 (7.24)
<v2> (a—T)=1=0(e" <), >0, (asin (7.8)) , 03(—5) =p €R,

by first studying the conjugated problem for V = (v!, 12, 13)! defined by V = SV:

dsV = %GBV +STIF—(S719,5)V  onla—T7,—4]
9 (7.25)
<y2> (a-7)=(eR?, (-0 =neR

Remark 7.4. Recall that Gg and S both depend on ¢ = ev and hence on the unknown
V. The form of the functional dependence of S on ¢ is known from Proposition 7.3. A
simple fized point argument shows that, for V in a bounded set of R3, the equation

V —8(.,ev, )V =0 (7.26)

uniquely determines V.= V(s,€,V). The regularity of this map may be determined from
the known regularity of S by the implicit function theorem. Under the assumptions of
Proposition 6.6, the reqularity is at least CK=M=1 (@ .UM occurs in the EY). Thus, (7.25)
is a well-defined nonlinear equation for V.
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Proposition 7.5. We make the same regularity assumptions as in Proposition 6.6. For
fired R > 0 and |(,n| < R, there exists an ¢y > 0 such that for 0 < € < €y, the problem
(7.25) has a solution on [a — T, —6], V(s,€,(,n), that is uniformly C* in all its arguments.
In addition we have

v (a—7) = O(e). (7.27)
Proof. 1. Rewrite equations. Setting V = (v!,12,13) = (v*, 1) and using the properties
of G, we rewrite (7.25) as

dsv* = By(e"V)* + By(e" V)13 + ML H* (1Y)

dsv® = 1P(ELV)V?’ + Bg(eLV)u* + eM_LH3(6LV), (7.28)
€

vi(a—T7)=(, 1/3(—5) =17.

where P is as in Prop. 7.3, H = (H*, H3) := S~'F, the matrices B; are uniformly bounded
with respect to €, and we’ve suppressed the dependence of the coefficients on all arguments
except €“V. With slight abuse we sometimes write

V = S(fvyy. (7.29)
2. Iteration scheme. The scheme is not quite standard so we write it explicitly:
(a) dsvi 1 = Bi(e"Vo)vi oy + Ba(e"V )3 + MR H* (5),)

b))  dyi, = %P(eLVn)Vf;H + Bs3(elv,)vp + ML H3 (1Y), (7.30)
(©  vhala=7)=( v (=6) =n.

Observe that 13, occurs in (7.30)(a), but v ; does not occur in (7.30)(b).
3. Estimates. For the moment we assume |V,| < K for all n. Denoting L*([a —
7, —d]) norms by | - |, we have

(@ il < Crllvpsloo + €75 +[¢]

(7.31)
(b)  [iiiloo < Coe(|ploo + € 75) + In]

where the constants C1, Co may be chosen independently of K for 0 < € < ¢y provided
eo = €o(K) is small enough. Since the coefficients of (7.30)(a) are uniformly bounded with
respect to €, the first estimate is standard ([CL], Chpt. 1, Thm. 2.1). To prove (7.31)(b)
for s < —6 set

P(M=Ly) =b(s),  p(s) = / b(o)do, (7.32)
-5
f(s) :== Bs(M= Ly, vt + ML H3, (7.33)
We have
3 ¥ pe)-p() p(s)
vnii(s) = e ¢ f()ydt+e<n=A+B. (7.34)
-3

33



Since b(s) > a > 0 on [a — 7, —4] (by (7.16)), we obtain

-5
(@ 141 £l [ 000 < |71 a5

(b) |B| < el “ = et ety

This gives (7.31).
4. Induction step. To initialize take vj = ¢, 1/8’ =n. With C; as in (7.31) we will
show that for e small enough,

Wnloo < Cillnl +1) + ¢ +1

Wil < Il 1 o
for all n. Indeed, assuming (7.36) for a given n, the estimate (7.31)(b) implies
Vitiloo < Coe (Crllnl + 1) + <]+ 1) +€75) + [l < |nf +1 (7.37)
for € small. Estimate (7.31)(a) then gives
Wiiileo < Crllnl + 1+ M5 + [ < Crllnl + 1) + [¢[ +1 (7.38)

for € small.
5. Contraction. Set y, := v, | — v} and z, := v}, | —v3. We have

dsyn = Bl(eLVn)yn + (Bl (ELVH) — B (GLanl)) V;_‘_
Bo(€"Vy)zn + (Ba(e"Vy) — Ba(€"Vy1)) v + M1 (H*(éMV0) — H*(€"V,-1))

dozn = 1P(eLvn)zn 41 (P(eXVy) — P(e"Vn1)) 3+

€ €
B3(e"Vn)yn—1 + (Bg(ELVn) - Bg(éLanl)) vi o ML (H3(€LVn) - Hg(eLanl))
(7.39)

with yn,(a —7) = 0 and 2,(—d) = 0. The estimates (7.31) and (7.36) give, for some new
constants Cs, Cy:
((l) |ZTL|OO é 04 (€L|yn71a Zn71|oo + E|yn71|oo)

(7.40)
(b) ‘yn|oo < (3 (EL’ynflaznfﬂoo + ’Zn|oo) .

Note that the z, term on the right in (7.40)(b) can be replaced by the right side of (7.40)(a),
so we obtain

1
|yn7zn|oo < §|ynflaznfl|oo (741)

for € small.
Observe that v3(a — 7) = O(e) now follows from (7.34) and (7.35).
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6. C! dependence on parameters. Consider for example the scheme satisfied by
Vi = OpVy, which is obtained by differentiating (7.30) with respect to n:

(8wH*~e v)

1
dsp;?;H:; (V)i 4+ = (a P eVl 1+ Bs(e"V,)ik + (0w Bs - €V i+

ML (8wH3 € Vn> ,
(7.42)
where 7 (a — 7) = 0, 3(=6) = 1. The iterates V, satisfy estimates similar to (7.31).
Thus, using the known convergence of the V,,, we obtain uniform convergence of the V, on

[a — T, —d] by the same analysis as above.
0

Since the problem (7.24) on [a — T, —d] involves boundary data at both a — 7 and —4,
it is not yet clear that we can solve (7.24) for arbitrary data v and p; by using Proposition
7.5 and the transformation .S. The next Proposition shows we can.

Proposition 7.6. We make the same regularity assumptions as in Proposition 6.6. For
fired R > 0 and |v,p1| < R, there exists an ey > 0 such that for 0 < e < €, the problem
(7.24) has a solution on [a —T,—03], Vi(s,€,0,p1), that is uniformly C in all its arguments.

Proof. Writing V; = (v*,v?), we have a C'! map
(C 77) ( ( —T,¢ C 77) (_57 €7<777)) - (@7]71) (743)
given by the composition
V(CL - ?7 €, Ca 77) V(Cl - ?7 €, C) 77) ’U*( C 77)
G =visetm = (S EED) = (Vo)) - (RS
(7.44)

where the map represented by the third arrow is defined using S as in (7.29). From Propo-
sition 7.3 we have

Sll 512
E 15
where S and S%? are uniformly invertible on [a — 7, —d] for € small. Thus we have

v*(a—7T) = S1¢+ S (a —7)

v3(=8) = O(e)v*(=6) + S*. (7.46)

Since v3(a — 7) = O(e) (recall (7.27)), we see that the map (7.43) has an inverse with C*
dependence on (€, 7, p1) defined for [v,p1| < R and for 0 < € < ep(R) small enough.

Thus, given boundary data (v, p1) as in (7.24), we can choose data ({(€,v, p1), n(e, v, p1))
for V satisfying (7.25) so that Vi = SV is a solution to (7.24). O
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7.4 Problem II on [-4,0]

In solving problems IT and IIT we will deal with the rapid variation and change of sign
of %3 (recall (7.10)) on [~6, 8] by performing conjugations that replace the matrix G(z,q)
by the limiting matrices

G(£o0,q) = lilil G(z,q). (7.47)

The proof of the following Lemma takes advantage of the fact that for > 0 as in (6.34):
1G(z,q) — G(£0,q)| = O(e ™) on + 2 > 0. (7.48)

Lemma 7.7 (See [MZ], Lemma 2.6). Let U2 (0) be the endstates of the given inviscid shock.
There are neighborhoods Q+ of (UL(0),0,...,0) in R and matrices Ty(z,q) defined and
Cl on {£2 > 0} x Q4 satisfying:

(a) Ty and (Ty)™!' are uniformly bounded and there is a 3 > 0 such that for ¢ € Q4
and |af <1,

102, (T(z,q) — Id) | = O(e P!y on £ 2 > 0; (7.49)
(b) Ty satisfies the matriz differential equation on £z >0
azTi(Z7 q) = G(Za q)Ti(Za Q) - Ti(Z, q)G(:l:OO, q) (750)

Ty (z,q) can be chosen to have the same regularity as G(z,q).

An immediate corollary is that Vi (z) satisfies

d,Ve=G(z,q)V+ fron £2>0 (7.51)
if and only if Vy := (T) "'V, satisfies
d,Vy = G(x00,q)Vs + (T) "' fr on £ 2 >0. (7.52)

For the moment we assume that V¢(s) as in (7.8) is uniformly bounded in C°([—6,0])
with respect to €. Observe that for small enough positive constants €y and § and for ¢¢(s)
as defined in Notation 7.1, we have ¢°(s) € Q when 0 < € < ¢y and |s| < §. Parallel to
Proposition 7.3 we now have

Proposition 7.8. There are invertible C* matrices S+(q) defined on Qi such that

Si'G(+00,q)S+ = <HiO(Q) Pf(q)) = Gpx(q) (7.53)

where Hy is 2 X 2 and Py is 1 x 1. For small enough positive constants ey and § we have

Hz (¢°(s)) = O(e),  Px(g°(s)) = g (UL(s)) + O(e) (7.54)

for 0 <e<e and|s| <6.
S1(q) can be chosen with the same reqularity as G(+oo,q) and such that

11 2
Slao) = (56 o). (7.55)

with Sit and S¥ invertible on {+s > 0,|s| < 6} with inverses bounded uniformly with
respect to € € (0, €o].
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Proof. Observe that G(400, q) can be obtained from G(z,q) by setting V°(z) and d,V°(z)
equal to zero in the entries that define G(z,¢). Thus, w(s) is replaced by ¢!(s) + ¢“%(s) +
q“3(s) (recall (7.11)). The proof is now a repetition of that of Proposition 7.3. O

Remark 7.9. Setting Sy (z,q) := Tx(z,q)S+(q) and using (7.50) and (7.53), we note that
Vi(2) satisfies (7.51) on 2 > 0 if and only if Vi := (S£) V4 satisfies

d, Vi = GBi(q)Vi + (Si)flf on £z>0. (7.56)

We return now to problem II for V¢(s) on [—6,0]:

1
v*(—6) = (p2,p3) € R?

for G and F as in (7.9). Note that v*(—9) is prescribed, but v3(0) is left unspecified for
the moment. Consider also the conjugated problem for V defined by V =S (£,¢(s)) V (we
suppress the minus subscript):

(7.57)

4V = ZGRV + (0,8 -0V + (8)'F on [6,0)

(7.58)
v (=6) = ¢ € R?, 1*(0) = py € R.

As before S and Gp depend on the unknown V through ¢ = v, but arguing as in
Remark 7.4, we see that (7.58) is a well-defined nonlinear problem for V.

Proposition 7.10. We make the same regularity assumptions as in Proposition 6.6. For
fired R > 0 and |(,n| < R, there exists an ¢y > 0 such that for 0 < € < €, the problem
(7.58) has a solution on [—6,0], V(s,e,(,p4), that is C° in s and C* in (¢, ps) uniformly
with respect to €. In addition we have

v3(=8) = O(e) (7.59)
Proof. We have 0,S - 05¢° = O(1) and by Remark 6.3
g*3(U°(s)) > a > 0 on [-4,0]. (7.60)

Together with (7.53) and (7.54), this means that (7.58) is the same type of problem as
(7.25). Thus, we can just repeat the proof of Proposition 7.5. The property described in
Remark 7.2, part 3, no longer holds, however, so we obtain only uniform C° regularity
in s on [~4,0]. (The equation then implies that € is C! in s uniformly with respect to
e € (0,€0].)

O

Next, given (p2, p3), we produce a family of solutions parametrized by p4 to the problem
(7.57).

Proposition 7.11. For |pa,p3| < Ry and |ps| < R, there exists an €y = eg(R1, Ra) such
that for 0 < € < €, there is a solution Vir(s,€,p2,p3,pa) satisfying (7.57) on [—0,0]. The
function Vi is C° in s and C* in (pa,p3,ps) uniformly with respect to € € (0, €.
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Proof. We can set Vir = SV for V(s, €, (,pa), provided ¢ can be chosen so that vj;(—J) =
(p2,p3). Using the property (7.49) of T'(z,q) and (7.55), we see that for e small enough

> <_65’q6(8)> - (Os(t) 22) (7.61)

with S and S?? uniformly invertible. Thus,
v (—8) = SH¢ + S (-9). (7.62)

Since v3(—8) = O(e) (recall (7.59)), for € small enough we can find ¢ = ((e, p2, p3) with C*
dependence on (pg, p3) satisfying

(p2,p3) =S¢+ S"0?(—6). (7.63)

O]

7.5 Matching exact solutions at s = —¢

We have now constructed a solution to problem I, Vi (s, €, 7, p1) satisfying

1
d,Vi=-GVi+ F
r=evn (7.64)
vila—T7T) =1, U?(—(S) = p1,

and a family, parametrized by p4, of solutions to problem II, Vi;(s, €, p2, p3, ps), satisfying

1
d.Vi; = -GV + F

=GVt (7.65)
vr(=6) = (p2,p3)-

We now show that for a given py, the parameters (p1, p2, p3) can be chosen so that for small
enough €

VI<_57 67672?1) - ‘/]](_5767]727173,]74)- (766)

Hence, for such a choice of parameters we obtain a smooth solution to the error equation
on [a —T,0].
Observe that the map

pP1— V}(_(Sv 67@7171) = (U?(_év €7§7p1)7p1) (767)
defines a C! curve in R?, while the map

(p27p3) - ‘/}I(_57 67p27p37p4) = (p27p37 /U?I(_57 67p27p37p4)) (768)

defines a family, parametrized by p4, of C! surfaces in R3. For a given py4, the next Propo-
sition shows that for € small enough, we can always find a point where the curve intersects
the surface.
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Proposition 7.12. Fix positive constants Ry and Ry and suppose |ps| < Ry. There exists
€o(R1, R2) > 0 such that for 0 < e < e, there is a C' function py — (p1,p2,p3)(pa) such
that

Vi(=0,€,0,p1(pa)) = Vir(=0,¢€ (p2,p3)(p4), pa) (7.69)
with |p1(pa)| < Ra.
Proof. For €y chosen as in Proposition 7.6, there exists R3 > 0 such that

[v7(—=d,€,T,p1)| < R3 for 0 < € < €p, |p1]| < Ra. (7.70)

Suppose now that |ps| < R; and |p2,p3] < R3+ 1. Since Vi = SV as in the proof of
Proposition 7.11, we see using (7.61) that

vir(—=0,€p2,p3.p1) = O(e)v* (=) + §*v°(=0). (7.71)
But v3(—8) = O(e) (recall (7.59)), so by shrinking € if necessary we can insure
|v7r(—=6,€,p2,p3,pa)| < Ry for 0 < € < e, |p2,ps| < Rz +1, |pa| < Ri. (7.72)

Now (7.70) and (7.72) imply that the curve (7.67) and the surface (7.68) have at least one
point of intersection with |p;| < Rp. The C! dependence of (p1,p2,p3) on py follows by
applying the implicit function theorem to

F(p1,p2,p3,p4) := <gi2’_p3%]z_v§,(;z’;;£:]; 3) =0, (7.73)

and using
Ops,psV7r(—6, €, p2, 3, pa) = O(€). (7.74)
O

Corollary 7.13. Let Ry, Ro, eg(R1, R2) and (p1,p2,p3)(pa) be as in Proposition 7.12. Then
the function defined for |ps| < Ry by

VI(Sa 676)])1 (p4))7 ENS [CL - F? _6]

(7.75)
Vir(s, € (p2,p3)(pa), pa), s € [0,0]

V (s, € (p1,p2,p3)(P4),pa) = {

is an exact solution to the error problem (7.8) on [a —7,0]. V is C° in s and C' in py
uniformly with respect to 0 < € < ey. The function €V is C' in s uniformly with respect to
0<e<eg.
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7.6 Problems IIT and IV

Let V (s, ¢, (p1,p2,03)(pa), p4) be the solution to the error equation on [a — 7, 0] defined in
Corollary 7.13. Problem III is

1
d. Vi = EGVHI + F on [0, ¢]

VIII(O) - V(O7 €, (p17p27p3)(p4)7p4)7

(7.76)

and Problem IV is

1
d:Viy = —GViy + F on [6,b— 7]
Viv(9) = Vi (6).

(7.77)

Clearly, the boundary condition in (7.76) is chosen so that the transmission condition [V] =
0 in (7.8) holds, and the boundary condition in (7.77) is chosen so that Vi and Vyy match
smoothly at s = §.

The solution of problems III and IV is quite similar to that of problems II and I respec-
tively, but now the argument is simpler because g3*(U? (s)) has a favorable sign that allows
one to prescribe data at the left boundary point in the equations for v3. By Remark 6.3 we
have

g (UY(s)) < —a <0 for s € [0,b—T7], (7.78)

so there is no need to split the boundary conditions or to introduce extra parameters as in
problems I and II. The rapid variation and possible change of sign of 933(2, q°(s)) in (7.8)
presents the same difficulty in problem III as in problem II, but we handle that by using S
to conjugate G to G4 (recall Remark 7.9) just as in (7.58). Problem IV is conjugated to a
block form similar to (7.25) using a conjugator S just like the one constructed in Proposition
7.3. After conjugation problems ITI and IV are both solved by iteration schemes like the one
used earlier, where the iterates satisfy estimates like (7.31), except that now (¢,n) specifies
data only at the left boundary point.
Summarizing, we have proved

Proposition 7.14. Let Vi 11(s,€,pa) be the function constructed in Corollary 7.13, and let
Virr(s,€), Viv(s,€) be the solutions to problems III and IV above. Then the function defined
for |p4] < Ry and €y small enough by

VL][(S, €,p4), CES [CL -, 0]
V(s,€pa) = Vir(s,e),s € [0, ] (7.79)
‘/}V(Sve)vs € [5,b - ?]

is an exact solution to the error problem (7.8) on [a —7,b—7]. V is C° in s and C' in py
uniformly with respect to 0 < € < ey. The function €V is C' in s uniformly with respect to
0<e<eg.

This finishes the proof of the main result of this section:
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Theorem 7.15. Let V(s,€,p4) = (v*(s,e),v3(s,e)) be the function defined in Proposition
7.14, and set w(s) = @ + e“v*, where W is the approzimate solution constructed in Propo-
sition 6.6. For €y small enough, w® is an exact solution to the transmission problem (5.5)
for 0 < e < eg with w(a —T) = (pa,ua), the inflow data at r = a for the original inviscid
shock. In particular, we have for any 6 > 0:

liII(l]’wE(S) =U%s) in LP ([a —7,b—7]),1 < p < o0

. o D (7.80)
lim w(s) = U%(s) in L= ([a =7,b =7 N {|s| > 5}),

where UY.(s) is the original inviscid shock with discontinuity at s = 0.

Remark 7.16. We have stated Theorem 7.15 for barotropic SS shocks with supersonic
inflow at r = a. The same result holds by exactly the same arguments for the barotropic CS
case with supersonic inflow at r = a in the case when angular (v) and axial (w) velocity
components are zero. The small viscosity result in the CS case when either v # 0 or w # 0
involves additional difficulties due to the fact that now Gp+ has positive eigenvalues of size
O(1) in s > 0 in addition to a single negative eigenvalue of size O(1). This complicates the
matching arguments and leads to difficulties which are identical to those encountered in the
full, nonbarotropic SS case. These matters are treated in [EJW].
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