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Abstract

Consider a general strictly hyperbolic, quasilinear system, in one space di-
mension

ut +A(u)ux = 0, (1)

where u 7→ A(u), u ∈ Ω ⊂ RN , is a smooth matrix-valued map. Given an
initial datum u(0, ·) with small total variation, let u(t, ·) be the corresponding
(unique) vanishing viscosity solution of (1) obtained as limit of solutions to the
viscous parabolic approximation ut +A(u)ux = µuxx, as µ→ 0. We prove the
a-priori bound ∥∥uε(T, ·)− u(T, ·)

∥∥ = o(1) ·
√
ε | log ε| (2)

for an approximate solution uε of (1) constructed by the Glimm scheme, with
mesh size ∆x = ∆t = ε, and with a suitable choice of the sampling sequence.
This result provides for general hyperbolic systems the same type of error
estimates valid for Glimm approximate solutions of hyperbolic systems of con-
servation laws ut + F (u)x = 0 satisfying the classical Lax or Liu assumptions
on the eigenvalues λk(u) and on the eigenvectors rk(u) of the Jacobian matrix
A(u) = DF (u).

The estimate (2) is obtained introducing a new wave interaction functional
with a cubic term that controls the nonlinear coupling of waves of the same
family and at the same time decreases at interactions by a quantity that is
of the same order of the product of the wave strength times the change in
the wave speeds. This is precisely the type of errors arising in a wave tracing
analysis of the Glimm scheme, which is crucial to control in order to achieve
an accurate estimate of the convergence rate as (2).
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1. Introduction

Consider a general strictly hyperbolic, N × N quasilinear system in one
space dimension

ut +A(u)ux = 0 , (1.1)

where u 7→ A(u) is a C2 matrix valued map defined from a domain Ω ⊆ RN

into MN×N (R), and A(u) has N real distinct eigenvalues

λ1(u) < · · · < λN (u) ∀ u . (1.2)

Denote with r1(u), . . . , rN (u) a corresponding basis of right eigenvectors. The
fundamental paper of Bianchini and Bressan [9] shows that (1.1) generates
a unique (up to the domain) Lipschitz continuous semigroup {St : t ≥ 0} of
vanishing viscosity solutions with small total variation obtained as the (unique)
limits of solutions to the (artificial) viscous parabolic approximation

ut +A(u)ux = µuxx , (1.3)µ

when the viscosity coefficient µ → 0. In particular, in the conservative case
where A(u) is the Jacobian matrix of a flux function F (u), every vanishing
viscosity solution of (1.1) provides a weak solution (in a distributional sense)
of

ut + F (u)x = 0 , (1.4)

satisfying an admissibility criterion proposed by T.P. Liu in [22,23], which
generalizes the classical stability conditions introduced by Lax [20].

Definition 1. A shock discontinuity of the k-th family (uL, uR), traveling with
speed σk[uL, uR], is Liu admissible if, for any state u lying on the Hugoniot
curve Sk[uL] between uL and uR, the shock speed σk[uL, u] of the discontinuity
(uL, u) satisfies

σk[uL, u] ≥ σk[uL, uR] . (1.5)

Such a criterion needs to be imposed to rule out non-physical discontinuities,
since weak solutions to Cauchy problems for (1.4) are not unique.

Given an initial datum with small total variation

u(0, x) = u(x) , (1.6)
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the existence of global weak admissible solutions to (1.4)-(1.6) was first estab-
lished in the celebrated paper of Glimm [16] under the additional assumption
that each characteristic field rk be either linearly degenerate (LD), so that

∇λk(u) · rk(u) = 0 ∀ u , (1.7)

or else genuinely nonlinear (GNL) i.e.

∇λk(u) · rk(u) 6= 0 ∀ u . (1.8)

A random choice method, the Glimm scheme, was introduced in [16] to con-
struct approximate solutions of the general Cauchy problem (1.4)-(1.6) by piec-
ing together solutions of several Riemann problems, i.e. Cauchy problems whose
initial data are piecewise constant with a single jump at the origin

u(0, x) =

{
uL if x < 0 ,
uR if x > 0 .

(1.9)

Using a nonlinear functional introduced by Glimm, that measures the non-
linear coupling of waves in the solution, one can establish a-priori bounds on
the total variation of a family of approximate solutions. These uniform esti-
mates then yield the convergence of a sequence of approximate solutions to the
weak admissible solution of (1.4)-(1.6). The existence theory for the Cauchy
problem (1.4)-(1.6) based on a Glimm scheme was extended by Liu [24], Liu
and Yang [25], and by Iguchy and LeFloch [19] to the case of systems with
non genuinely nonlinear (NGNL) characteristic families that exhibit finitely
many points of lack of genuine nonlinearity along each elementary curve, and
by Bianchini [7] to general hyperbolic systems (1.1).

The aim of the present paper is to provide a sharp convergence rate for ap-
proximate solutions obtained by the Glimm scheme valid for general hyperbolic
quasilinear systems (1.1), without any additional assumption on A(u) besides
the strict hyperbolicity (1.2). We recall that in the Glimm scheme, one works
with a fix grid in the t-x plane, with mesh sizes ∆t,∆x. An approximate solu-
tion uε of (1.4)-(1.6) is then constructed as follows. By possibly performing a
linear change of coordinates in the t-x plane, we may assume that the character-
istic speeds λk(u), 1 ≤ k ≤ N , take values in the interval [0, 1], for all u ∈ Ω.
Then, choose ∆t = ∆x

.= ε, and let {θ`}`∈N ⊂ [0, 1] be an equidistributed
sequence of numbers, which thus satisfies the condition

lim
n→∞

∣∣∣∣λ− 1
n

n−1∑
`=0

χ[0,λ](θ`)
∣∣∣∣ = 0 ∀ λ ∈ [0, 1] , (1.10)

where χ[0,λ] denotes the characteristic function of the interval [0, λ]. On the
initial strip 0 ≤ t < ε, uε is defined as the exact solution of (1.4), with starting
condition

uε(0, x) = u
(
(j + θ0)ε

)
∀ x ∈ ]jε, (j + 1)ε [ .

The elementary waves of the corresponding Riemann problem do not interact
within the the strip because the characteristic speeds λk(u) take values in [0, 1].
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Next, assuming that uε has been constructed for t ∈ [0, iε[ , on the strip iε ≤
t < (i+1)ε , uε is defined as the exact solution of (1.4), with starting condition

uε(iε, x) = uε
(
iε−, (j + θi)ε

)
∀ x ∈ ]jε, (j + 1)ε [ .

Relying on uniform a-priori bounds on the total variation, we thus define in-
ductively the approximate solution uε(t, ·) for all t ≥ 0.

One can repeat this construction with the same values θi for each time
interval [iε, (i+1)ε[ , and letting the mesh size ε tend to zero. Hence, we obtain
a parametrized family of solutions uε which converge, by compactness, to some
limit function u that results to be a vanishing viscosity solution of (1.1), (1.6)
(cfr. [9]). In order to derive an accurate estimate of the convergence rate of the
approximate solutions, it was introduced in [12] an equidistributed sequence
{θ`}`∈N ⊂ [0, 1] enjoying the following property. For any given 0 ≤ m < n,
define the discrepancy of the set

{
θm, . . . , θn−1

}
as

Dm,n
.= sup

λ∈[0,1]

∣∣∣∣∣λ− 1
n−m

∑
m≤`<n

χ[0,λ](θ`)

∣∣∣∣∣ . (1.11)

Then, there holds

Dm,n ≤ O(1) · 1 + log(n−m)
n−m

∀ n > m ≥ 1 . (1.12)

Here, and throughout the paper, O(1) denotes a uniformly bounded quantity,
while we will use the Landau symbol o(1) to indicate a quantity that approaches
zero as ε→ 0. For systems (1.4) with GNL or LD characteristic fields, the L1

convergence rate of Glimm approximate solutions constructed with a sampling
sequence enjoying the property (1.12) was shown in [12] to be o(1) ·

√
ε | ln ε|.

This error estimate was recently extended in [5,17] to quasilinear systems (1.1)
satisfying the assumption

(H) For each k ∈ {1, . . . , N}-th characteristic family, the linearly degenerate
manifold

Mk
.=

{
u ∈ Ω : ∇λk(u) · rk(u) = 0

}
(1.13)

is either empty (GNL characteristic field), or it is the whole space (LD
characteristic field), or it consists of a finite number of smooth, connected,
hypersurfaces, and there holds

∇(∇λk · rk)(u) · rk(u) 6= 0 ∀u ∈Mk . (1.14)

Notice that the Liu admissible solution of a Riemann problem for a system of
conservation laws satisfying the assumption (H) consists of centered rarefaction
waves, compressive shocks or composed waves made of a finite number of Liu
admissible contact-discontinuities adjacent to rarefaction waves. On the con-
trary, the solution of a Riemann problem for a general hyperbolic system (1.4)
may well be a composed wave containing a countable number of rarefaction
waves and Liu admissible contact-discontinuities.
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In the present paper we show that the same convergence rate valid for
systems satisfying the assumption (H) continue to hold even for Glimm ap-
proximate solutions of general quasilinear systems (1.1). Namely, our result is
the following.

Theorem 1. Let A be a C2 matrix valued map defined from a domain Ω ⊂ RN

into MN×N (R), and assume that the matrices A(u) are strictly hyperbolic.
Then, for every compact set K ⊂ Ω, there exists a constant δ0 > 0 such that the
following holds. Given an initial datum u ∈ L1

loc(R; RN ) with Tot.Var.{u} < δ0,
lim

x→−∞
u(x) ∈ K, consider the vanishing viscosity solution u(t, ·) of the Cauchy

problem (1.1), (1.6) (obtained as the unique limit of solutions to the Cauchy
problem (1.3)µ, (1.6) when µ → 0). Let uε be a Glimm approximate solution
of (1.1), (1.6), with mesh sizes ∆x = ∆t = ε, generated by a sampling sequence
{θk}k∈N ⊂ [0, 1] satisfying (1.12). Then, for every T ≥ 0 there holds

lim
ε→0

‖uε(T, ·)− u(T, ·)‖L1√
ε| log ε|

, (1.15)

and the limit is uniform w.r.t. u as long as Tot.Var.{u} < δ0, lim
x→−∞

u(x) ∈ K.

The proof of the error bound (1.15) follows the same strategy adopted in [12,
5,17], relying on the careful analysis of the structure of solutions to NGNL
systems developed by T.P. Liu and T. Yang in [24,25]. Indeed, to estimate
the distance between a Lipschitz continuous (in time) approximate solutions ψ
of (1.1) and the corresponding exact solution one would like to use the error
bound [11]∥∥ψ(T )− Stψ(0)

∥∥
L1 ≤ L

∫ T

0

lim inf
h→0+

∥∥ψ(t+ h)− Shψ(t)
∥∥

L1

h
dt , (1.16)

where L denotes a Lipschitz constant of the semigroup S generated by (1.4).
However, for approximate solutions constructed by the Glimm scheme, a direct
application of this formula is of little help because of the additional errors intro-
duced by the restarting procedures at times ti

.= iε. For this reason, following
the wave tracing analysis in [25], it is useful to partition the elementary waves
present in the approximate solution, say in a time interval [τ1, τ2], into virtual
subwaves that can be either traced back from τ2 to τ1 (primary waves), or are
canceled or generated by interactions occurring in [τ1, τ2] (secondary waves).
Thanks to the simplified wave pattern associated to this partition, one can
construct a front tracking approximation having the same initial and terminal
values as the Glimm approximation, and thus establish (1.15) relying on (1.16).

The key step of this procedure is to show that the variation of a Glimm
functional provides a bound for the change in strength and for the product
of strength times the variation in speeds of the primary waves. Here we shall
implement a wave tracing algorithm for a general quasilinear system (1.1) in
which such bounds are obtained relying on a new interaction potential func-
tional whose decrease at interactions is precisely of the same order of this type
of errors.
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To motivate the definition of this functional, consider an interaction be-
tween two shock waves of a k-th NGNL family, say s′, s′′, with speeds λ′, λ′′,
respectively, and assume that s′, s′′ have the same sign. Then, letting λ denote
the shock speed of the outgoing wave of the k-th family, by the interaction
estimates in [7, Theorem 3.7] there holds

[s∆λ] .= |s′|
∣∣λ− λ′

∣∣ + |s′′|
∣∣λ− λ′′

∣∣ = O(1) ·
∣∣s′s′′∣∣∣∣λ′ − λ′′

∣∣∣∣s′ + s′′
∣∣ . (1.17)

Notice that, using the wave-speed maps σ′(·), σ′′(·) associated to the waves
s′, s′′ (cfr. Theorem 2), one can rewrite the term on the right-hand side of (1.17)
as

=(s′, s′′) .=
1∣∣s′∣∣ +

∣∣s′′∣∣ ·
∫ |s′|

0

∫ |s′′|

0

∣∣σ′(ξ)− σ′′(ξ′)
∣∣ dξdξ′ . (1.18)

Thus, a natural suggestion of the above estimate would be to define the cubic
part of a Glimm functional related to the potential interaction of waves of the
same family as the sum of terms as (1.18) corresponding to all pair of waves
s′, s′′ of each characteristic family. In fact, in the present paper we shall consider
a Glimm functional defined by

Q(t) .= c ·
∑

kα<kβ

xα(t)>xβ(t)

∣∣sαsβ

∣∣ +
∑

kα=kβ

=(sα, sβ) (1.19)

where, as usual, xα(t) denotes the position of the wave sα in the approximate
solution uε(t), and kα its characteristic family, while the second summation
extends to all pair of waves sα, sβ of the kα ∈ {1, . . . , N} family (including
sα = sβ). Our main result here shows that Q is actually decreasing in time
(for a suitable choice of the constant c > 0) at any interaction, and that the
products [s∆λ] of strength times the variation in speeds of the primary waves
are bounded by O(1) · |∆Q|. Notice that, in the genuinely nonlinear case, the
following bounds hold

1
O(1)

·
∣∣sαsβ

∣∣ ≤ =(sα, sβ) ≤ O(1) ·
∣∣sαsβ

∣∣ , (1.20)

and thus one recovers from (1.19) the standard quadratic interaction potential
of the original Glimm functional [16], with the only difference from [16] that in
(1.19) all waves of the same family are considered as approaching (even pairs
of rarefaction fans).

We conclude recalling that for NGNL systems several Glimm type function-
als are available in the literature [24,25,19,7], which work perfectly to establish
uniform a-priori bounds on the total variation of the solution, but are not truly
effective to control the type of errors [s∆λ] arising in a wave tracing analysis
of the Glimm scheme. On the other hand, in the case of systems satisfying the
assumption (H), were recently introduced in [5,17] two type of potential interac-
tion functionals whose decrease actually bounds the products of strength times
the variation in speeds [s∆λ], and which inspired the new definition in (1.19).
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The Glimm functional defined in [5] is the sum of a quadratic term Qq and of
the cubic interaction potential defined in [7] concerning waves of the same fam-
ily, that takes the form Q =

∑
kα=kβ

∫ |sα|
0

∫ |sβ |
0

∣∣σα(ξ) − σβ(ξ′)
∣∣ dξdξ′. Here,

in presence of interactions between waves of the same families and strength
smaller than some threshold parameter δ̂, Qq behaves as the interaction func-
tional introduced in [3] for systems with a single connected hypersurface (1.13),
while the decrease of Q controls the possible increase of Qq at interactions in-
volving waves of the same family and strength larger than δ̂. The cubic part
of the functional proposed in [17] corresponding to waves of the same family
instead depends globally on the wave patterns of the solution. It is defined as∑

kα=kβ

(
|sα, sβ |[Θ(sα, sβ)]−

)
/Vkα(sα, sβ), where Θ(sα, sβ) represents the ef-

fective angle between sα and sβ , computed taking into account all the kα-waves
lying between sα and sβ , [ · ]− denotes the negative part, while Vkα

(sα, sβ) is
the total strength of all kα-waves between sα and sβ (including sα and sβ).
Employing these interaction potentials it is shown in [5,17] that, for systems
(1.1) satisfying the assumption (H), one can produce a simplified wave partition
pattern whose errors are controlled by the total decrease of the corresponding
Glimm functional in the time interval taken in consideration, and thus yield the
error estimate (1.15). Unfortunately, the decreasing properties of both function-
als strongly rely on the assumption that the linearly degenerate manifold (1.13)
be a finite union of hypersurfaces transversal to the characteristic vector fields,
and thus are of no use to establish an accurate convergence rate for general
systems (1.1). Instead, the interaction potential in (1.19) can be applied to a
general quasilinear system (1.1), without any assumption on the matrix A(u)
a part from the strict hyperbolicity.

2. Preliminaries

Let A be a smooth matrix-valued map defined on a domain Ω ⊂ RN ,
with values in the set of N × N matrices. Assume that each A(u) is strictly
hyperbolic and denote by {λ1(u), . . . , λN (u)} ⊂ [0, 1] its eigenvalues. Since
we will consider only solutions with small total variation that take values in a
neighborhood of a compact set K ⊂ Ω, it is not restrictive to assume that Ω
is bounded and that there exist constants λ̂0 < · · · < λ̂N such that

λ̂k−1 < λk(u) < λ̂k , ∀ u , k = 1, . . . , N . (2.1)

One can choose bases of right and left eigenvectors rk(u), lk(u), (k = 1, . . . , N),
associated to λk(u), normalized so that

∣∣rk(u)
∣∣ ≡ 1 ,

〈
lh(u), rk(u)

〉
=

{
1 if k = h ,

0 if k 6= h ,
∀ u . (2.2)

By the strict hyperbolicity of the system, in the conservative case (1.4) (where
A(u) = DF (u)), for every fixed u0 ∈ Ω and for each k ∈ {1, . . . , N}-th char-
acteristic family one can construct in a neighborhood of u0 a one-parameter
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smooth curve Sk[u0] passing through u0 (called the k-th Hugoniot curve issu-
ing from u0), whose points u ∈ Sk[u0] satisfy the Rankine Hugoniot equation
F (u) − F (u0) = σ

(
u − u0

)
for some scalar σ = σk[u0, u]. The curve Sk[u0] is

tangent at u0 to the right eigenvector rk(u0) of A(u0) associated to λk(u0),
and we say that (uL, uR) is a shock discontinuity of the k-th family with speed
σk[uL, uR] if uR ∈ Sk[uL].

We describe here the general method introduced in [9,6] to construct the
self-similar solution of a Riemann problem for a strictly hyperbolic quasilinear
system (1.1). As customary, the basic step consists in constructing the elemen-
tary curve of the k-th family (k = 1, . . . , N) for every given left state uL, which
is a one parameter curve of right states s 7→ Tk[uL](s) with the property that
the Riemann problem having initial data (uL, uR), uR .= Tk[uL](s), admits a
vanishing viscosity solution consisting only of elementary waves of the k-th
characteristic family. Such a curve is constructed by looking at the fixed point
of a suitable contractive transformation associated to a smooth manifold of
viscous traveling profiles for the parabolic system with unit viscosity (1.3)1.

Given a fixed state u0 ∈ Ω, and an index k ∈ {1, . . . , N}, in connection with
the N + 2-dimensional smooth manifold of bounded traveling profiles of (1.3)1
with speed close to λk(u0), one can define on a neighborhood of (u0, 0, λk(u0)) ∈
RN×R×R suitable smooth vector functions (u, vk, σ) 7→ r̃k(u, vk, σ) that satisfy
r̃k

(
u0, 0, σ

)
= rk(u0), for all σ, and are normalized so that〈

lk(u0), r̃k(u, vk, σ)
〉

= 1 ∀ u , vk , σ . (2.3)

The vector valued map r̃k(u, vk, σ) is called the k-th generalized eigenvector
of the matrix A(u), associated to the generalized eigenvalue λ̃k(u, vk, σ) .=〈
lk(u0), A(u) r̃k(u, vk, σ)

〉
, that satisfies the identity λ̃k

(
u0, vk, σ

)
= λk(u0), for

all vk, σ, and, moreover

∂

∂vk
λ̃k(u, vk, σ) = O(1)·|u−u0| ,

∂

∂σ
λ̃k(u, vk, σ) = O(1)·|vk||u−u0| . (2.4)

Next, given a left state uL in a neighborhood of u0 and 0 < s << 1, consider
the integral system

u(τ) = uL +
∫ τ

0

r̃k
(
u(ξ), vk(ξ), σ(ξ)

)
dξ ,

vk(τ) = F̃k

(
τ ; u, vk, σ

)
− conv[0,s]F̃k

(
τ ; u, vk, σ

)
,

σ(τ) =
d

dτ
conv[0,s]F̃k

(
τ ; u, vk, σ

)
,

0 ≤ τ ≤ s , (2.5)

where τ 7→ f̃k(τ) .= F̃k(τ ; u, vk, σ) is the “reduced flux function” associated
to (1.3), defined by

f̃k(τ) .=
∫ τ

0

λ̃k

(
u(ξ), vk(ξ), σ(ξ)

)
dξ , (2.6)
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and we let conv[0,s]f̃k(τ) denote the lower convex envelope of f̃k on [0, s], i.e.

conv[0,s]f̃k(τ) .= inf
{
θ f̃k(y) + (1− θ) f̃k(z) :

θ ∈ [0, 1] , y, z ∈ [0, s] , τ = θy + (1− θ)z
}
. (2.7)

It is shown in [9,6] that, for s sufficiently small, the transformation TuL,s

defined by the right-hand side of (2.5) maps a domain of continuous curves
τ 7→ (u(τ), vk(τ), σ(τ)) into itself, and is a contraction w.r.t. a suitable weighted
norm. Hence, for every uL in a neighborhood of u0, s in a right neighborhood
of zero, the transformation TuL,s admits a unique fixed point

τ 7→
(
u(τ ; uL, s), vk(τ ; uL, s), σ(τ ; uL, s)

)
τ ∈ [0, s] ,

which provides a Lipschitz continuous solution to the integral system (2.5).
The elementary curve of right states of the k-th family issuing from uL is then
defined as the terminal value at τ = s of the u-component of the solution to
the integral system (2.5), i.e. by setting

Tk[uL](s) .= u(s; uL, s) . (2.8)

Sometimes, the value (2.8) of the elementary curve issuing from uL will be
equivalently written Tk(s)[uL]. In the following it will be convenient to adopt
the notations

σk[uL](s, τ) .= σ(τ ; uL, s)

F̃k[uL](s, τ) .= F̃k

(
τ ; u( · ; uL, s), vk( · ; uL, s), σ( · ; uL, s)

) ∀ τ ∈ [0, s] ,

(2.9)
for the σ-component of the solution to (2.5), and for the reduced flux
evaluated in connection with such a solution. Notice that by construction
the maps (uL, s) 7→ σk[uL](s, ·), (uL, s) 7→ F̃k[uL](s, ·), and the derivative
(uL, s) 7→ Dτ F̃k[uL](s, · ) are Lipschitz continuous for uL in a neighborhood
of u0, and s in a right neighborhood of zero.

For negative values s < 0, |s| << 1, one replaces in (2.5) the lower convex
envelope of F̃k on the interval [0, s] with its upper concave envelope on [s, 0]
(defined in analogous way as (2.7)), and then constructs the curve Tk[uL] and
the map σk[uL] exactly in the same way as above looking at the solution of
the integral system (2.5) on the interval [s, 0]. The elementary curve Tk[uL]
and the wave-speed map σk[uL] constructed in this way enjoy the properties
stated in in the following theorem, where we let CI([a, b]) (CD([b, a])) denote
the set of continuous and increasing (decreasing) scalar functions defined on
an interval [a, b], and we set CI([a, b])

.= CD([b, a]) in the case a > b.

Theorem 2 ([9,6]). Let A be a smooth, matrix valued map defined from a do-
main Ω ⊂ RN into MN×N (R), and assume that the matrices A(u) are strictly
hyperbolic. Then, for every u ∈ Ω, there exist N Lipschitz continuous curves
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s → Tk[u](s) ∈ Ω satisfying lim
s→0

d
dsTk[u](s) = rk(u), together with N continu-

ous functions s→ σk[u](s, ·) ∈ CI([0, s]) (k = 1, . . . , N), defined on a neighbor-
hood of zero, so that the following holds. Whenever uL ∈ Ω, uR = Tk[uL](s), for
some s, letting I .= {τ ∈ [0, s ] : σk[uL](s, τ) 6= σk[uL](s, τ ′) for all τ ′ 6= τ},
the piecewise continuous function

u(t, x) .=


uL if x/t < σk[uL](s, 0) ,

Tk[uL](τ) if x/t = σk[uL](s, τ) for some τ ∈ I ,

uR if x/t > σk[uL](s, s) ,
(2.10)

provides the unique vanishing viscosity solution (determined by the parabolic
approximation (1.3)) of the Riemann problem (1.1), (1.9).

Remark 1. If the system (1.1) is in conservation form, i.e. in the case where
A(u) = DF (u) for some smooth flux function F , and if the characteristic
fields satisfy the assumption (H), the general solution of the Riemann problem
provided by (2.10) is a composed wave of the k-th family made of a finite
number of contact-discontinuities (which satisfy the Liu admissibility condition
of Definition 1) adjacent to rarefaction waves. Namely, the regions where the
vk-component of the solution to (2.5) vanishes correspond to rarefaction waves
if the σ-component is strictly increasing and to contact discontinuities if the
σ-component is constant, while the regions where the vk-component of the
solution to (2.5) is different from zero correspond to contact discontinuities or to
compressive shocks. In particular, whenever the solution of a Riemann problem
with initial data uL, uR = Tk[uL](s) contains a Liu admissible shock joining,
say, two states Tk[uL](s′), Tk[uL](s′′), s′, s′′ ∈ [0, s], one has σk[uL](s, s′) =
σk[uL](s, τ) for all τ ∈ [s′, s′′], and σk[uL](s, s′) provides the shock speed
of the discontinuity

(
Tk[uL](s′), Tk[uL](s′′)

)
. Clearly, in a non conservative

setting, “admissibility” for a jump means precisely that the jump corresponds
to a traveling profile for the parabolic approximation (1.3)1.

Once we have constructed the elementary curves Tk for each k-th character-
istic family, the vanishing viscosity solution of a general Riemann problem for
(1.4) is then obtained by a standard procedure observing that the composite
mapping

(s1, . . . , sN ) 7→ TN (sN ) ◦ · · · ◦ T1(s1)[uL] .= uR , (2.11)

is one-to-one from a neighborhood of the origin in RN onto a neighborhood
of uL. This is a consequence of the fact that the curves Tk[u] are tangent to
rk(u) at zero (cfr. Theorem 2), and then follows by applying a version of the
implicit function theorem valid for Lipschitz continuous maps. Therefore, we
can uniquely determine intermediate states uL .= ω0, ω1, . . . , ωN

.= uR, and
wave sizes s1, . . . , sN , such that there holds

ωk = Tk[ωk−1](sk) k = 1, . . . , N , (2.12)
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provided that the left and right states uL, uR are sufficiently close to each other.
Each Riemann problem with initial datum

uk(x) =

{
ωk−1 if x < 0,
ωk if x > 0,

(2.13)

admits a vanishing viscosity solution of total size sk, containing a sequence of
rarefactions and Liu admissible discontinuities of the k-th family. Then, because
of the uniform strict hyperbolicity assumption (2.1), the general solution of the
Riemann Problem with initial data

(
uL, uR

)
is obtained by piecing together

the vanishing viscosity solutions of the elementary Riemann problems (1.4)
(2.13). Throughout the paper, with a slight abuse of notation, we shall often
call s a wave of (total) size s, and, if uR = Tk[uL](s), we will say that (uL, uR)
is a wave of size s of the k-th characteristic family.

A fundamental ingredient to establish an accurate convergence rate for the
Glimm scheme is the wave tracing procedure, which was first introduced by
T.P. Liu in his celebrated paper [21] for systems with genuinely nonlinear or
linearly degenerate fields, and lately extended to systems fulfilling assump-
tion (H) [24,25]. In this spirit, we have introduced in [5] the following notion
of partition of a k-wave (uL, uR), defined in terms of the elementary curves Tk

at (2.8).

Definition 2. Given a pair of states uL, uR, with uR = Tk[uL](s) for some
s > 0, we say that a set

{
y1, . . . , y`

}
is a partition of the k-th wave (uL, uR)

at time iε, if the followings holds.

1. There exist scalars sh > 0, h = 1, . . . , l, such that, setting τh .=
∑h

p=1 s
p,

wh .= Tk[uL](τh), there holds

yh = wh − wh−1 ∀ h .

The quantity sh is called the size of the elementary wave yh.
2. Letting σ .= σk[uL](s, ·) be the map in (2.9), there holds

σ(sh)− σ(sh−1) ≤ ε ∀ h .

Moreover, we require that θi+1 /∈ ]σ(τh−1), σ(τh)[ , for all h (so to avoid
further partitions of yh at t = (i+ 1)ε).

The definition is entirely similar in the case uR = Tk[uL](s), with s < 0.
In connection with a partition

{
y1, . . . , y`

}
of (uL, uR), we define the corre-

sponding speed of the elementary wave yh as

λh
k
.=

1
sh

∫ τh

τh−1
σ(τ) dτ ∀ h . (2.14)

We conclude the section providing the following definition of quantity of
interaction introduced in [7, Definition 3.5] for a general strictly hyperbolic
system (1.1), which is useful to measure the decrease of the functional Q in
(1.19) when waves of the same family interact together.



12 Fabio Ancona, Andrea Marson

Definition 3. Consider two waves of sizes s′, s′′, belonging to the the same k-th
characteristic family, with left states u′, u′′, respectively. Let F̃ ′ .= F̃k[u′](s′, · )
and F̃ ′′

.= F̃k[u′′](s′′, · ) be the reduced flux with starting point u′, u′′, evalu-
ated along the solution of (2.5) on the interval [0, s′], and [0, s′′], respectively
(cfr. def. (2.9)). Then, assuming that s′ ≥ 0, we say that the amount of inter-
action J (s′, s′′) between s′ and s′′ is the quantity defined as follows.

1. If s′′ ≥ 0 set:

J (s′, s′′) .=
∫ s′

0

∣∣∣conv[0, s′]F̃
′(ξ)− conv[0, s′+s′′]F̃

′∪F̃ ′′(ξ)
∣∣∣ dξ

+
∫ s′+s′′

s′

∣∣∣F̃ ′(s′) + conv[0, s′′]F̃
′′(ξ − s′)− conv[0, s′+s′′]F̃

′∪F̃ ′′(ξ)
∣∣∣ dξ,
(2.15)

where F̃ ′∪F̃ ′′ is the function defined on [0, s′ + s′′] as

F̃ ′∪F̃ ′′(s) .=

{
F̃ ′(s) if s ∈ [0, s′] ,

F̃ ′(s′) + F̃ ′′(s− s′) if s ∈ [s′, s′ + s′′] .
(2.16)

2. If −s′ ≤ s′′ < 0 set:

J (s′, s′′) .=
∫ s′+s′′

0

∣∣∣conv[0, s′]F̃
′(ξ)− conv[0, s′+s′′]F̃

′(ξ)
∣∣∣ dξ

+
∫ s′

s′+s′′

∣∣∣conv[0, s′]F̃
′(ξ)− conc[s′+s′′, s′]F

′(ξ)
∣∣∣ dξ . (2.17)

3. If s′′ < −s′ set:

J (s′, s′′) .=
∫ 0

s′+s′′

∣∣∣conc[s′′, 0]F̃
′′(ξ − s′)− conc[s′′,−s′]F̃

′′(ξ − s′)
∣∣∣ dξ

+
∫ s′

0

∣∣∣conc[s′′, 0]F̃
′′(ξ − s′)− conv[−s′, 0]F̃

′′(ξ − s′)
∣∣∣ dξ .

(2.18)

Here, conv[a,b]f , conc[a,b]f denote the lower convex envelope and the upper
concave envelope of f on [a, b], defined as in (2.7). In the case where s′ < 0,
one replaces in (2.15)-(2.18) the lower convex envelope with the upper concave
one, and vice-versa.

Remark 2. By the Lipschitz continuity of the maps (u, s) 7→ F̃k[uL](s, · ),
(u, s) 7→ Dτ F̃k[uL](s, · ) it follows that

J (s′, s′′) = O(1) · |s′s′′| . (2.19)

Moreover, by Remark 1 one can easily verify that, in the conservative case,
if s′, s′′ are both shocks of the k-th family that have the same sign, then the
amount of interaction in (2.15) takes the form

J (s′, s′′) =
∣∣s′s′′∣∣∣∣∣σk[uL, uM ]− σk[uM , uR]

∣∣∣ ,
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i.e. it is precisely the product of the strength of the waves times the difference
of their Rankine Hugoniot speeds.

3. New wave interaction potential

In this section we first collect the basic estimates on the change in size and
speed of the elementary waves of an approximate solution constructed by the
Glimm scheme, and next establish the a-priori bounds on the decrease of the
potential interaction defined in (1.19). To this end, for every given wave s of
the k-th family, set

Σ(s) .=
∫ s

0

σ(τ)dτ , (3.1)

where σ(·) .= σk[w](s, ·) is the wave-speed map in (2.9), with w being the
left state of s. Then, relying on the analysis in [7, Section 3] of the effect of
wave interaction on the solution of Riemann problems for general quasilinear
systems (1.1), we derive the following

Lemma 1. For every compact set K ⊂ Ω, there exists a constant χ1 > 0
such that the following holds. Let s′1, . . . , s

′
N and s′′1 , . . . , s

′′
N be, respectively, the

sizes of the waves in the solution of two adjacent Riemann problems (uL, uM )
and (uM , uR), s′i and s′′i belonging to the i-th characteristic family,
with uL, uM , uR ∈ K, and |s′i|, |s′′i | ≤ χ1 for all i = 1, . . . , N . Call s1, . . . , sN

the sizes of the waves in the solution of the Riemann problem (uL, uR), si

belonging to the i-th characteristic family. Then, there holds

N∑
k=1

∣∣∣sk − s′k − s′′k

∣∣∣ = O(1) ·

[ ∑
1≤i,j≤N

i>j

|s′is′′j |+
∑

1≤i≤N

J (s′i, s
′′
i )

]
,

(3.2)
N∑

k=1

∣∣∣Σ(sk)−Σ(s′k)−Σ(s′′k)
∣∣∣ = O(1) ·

[ ∑
1≤i,j≤N

i>j

|s′is′′j |+
∑

1≤i≤N

J (s′i, s
′′
i )

]
.

(3.3)

Proof. A proof of the estimate (3.2) can be found in [7], thus we will focus our
attention only on (3.3). Notice that, by the analysis in [7, Section 3] it imme-
diately follows that the changes of the quantity Σ in (3.1) due to interactions
between waves of different families is controlled by the product of the strengths
of the approaching waves. Hence, it will be sufficient to establish (3.3) in the
case where the two adjacent Riemann problems are both solved by a single
wave of the same k-th family, s′k and s′′k (s′k on the left of s′′k). Thus, uL, uM

are the states on the left of s′k and s′′k respectively, and uR is the state on the
right of s′′k . Call uLk the left state of the outgoing wave of the k-th family, sk.
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Notice that (3.2) yields∣∣uL − uLk
∣∣ = O(1) · J (s′k, s

′′
k) , (3.4)∣∣sj

∣∣ = O(1) · J (s′k, s
′′
k) ∀ j 6= k . (3.5)

Moreover, by (2.5), (2.9) one has

Σ(s′k) = F̃k[uL](s′k, s
′
k) ,

Σ(s′′k) = F̃k[uM ](s′′k , s
′′
k) ,

Σ(sk) = F̃k[uLk ](sk, sk) .

(3.6)

Hence, since the Lipschitz continuity of the reduced flux map u 7→ F̃k[u](s, ·)
at (2.9) implies∣∣∣F̃k[uLk ](sk, sk)− F̃k[uL](sk, sk)

∣∣∣ = O(1) ·
∣∣uLk − uL

∣∣ ,
and because

Σ(s′j) = Σ(s′′j ) = 0 ∀ j 6= k , (3.7)

it follows from (3.4)-(3.6) that in order to establish (3.3) it suffices to prove∣∣∣F̃k[uL](sk, sk)− F̃k[uL](s′k, s
′
k)− F̃k[uM ](s′′k , s

′′
k)

∣∣∣ = O(1) · J (s′k, s
′′
k) . (3.8)

We will consider two cases, depending on the sign of s′k · s′′k .

Case 1: s′k · s′′k > 0. For the sake of simplicity, assume that sk ≥ s′k + s′′k ≥ 0.
Recalling the definition of reduced flux at (2.6) and (2.9), we have

F̃k[uL](sk, τ) =
∫ τ

0

λ̃k

(
u(ξ), vk(ξ), σ(ξ)

)
dξ ,

F̃k[uL](s′k, τ) =
∫ τ

0

λ̃k

(
u′(ξ), v′k(ξ), σ′(ξ)

)
dξ ,

F̃k[uM ](s′′k , τ) =
∫ τ

0

λ̃k

(
u′′(ξ), v′′k (ξ), σ′′(ξ)

)
dξ .

(3.9)

where
γ(ξ) .=

(
u(ξ), vk(ξ), σ(ξ)

)
,

γ′(ξ) .=
(
u′(ξ), v′k(ξ), σ′(ξ)

)
,

γ′′(ξ) .=
(
u′′(ξ), v′′k (ξ), σ′′(ξ)

)
,

are the solutions of the integral system (2.5) associated to the operators
TuL,sk

, TuL,s′k
, TuM ,s′′k

, defined by the right-hand side of (2.5). Notice that
by (3.2) there holds∫ sk

s′k+s′′k

λ̃k

(
u(ξ), vk(ξ), σ(ξ)

)
dξ = O(1) · |sk − s′k − s′′k |

= O(1) · J (s′k, s
′′
k) ,
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which yields∣∣∣F̃k[uL](sk, sk)− F̃k[uL](s′k, s
′
k)− F̃k[uM ](s′′k , s

′′
k)

∣∣∣ =

= O(1) · J (s′k, s
′′
k) +

∣∣∣∣∣
∫ s′k+s′′k

0

λ̃k

(
u(ξ), vk(ξ), σ(ξ)

)
dξ+

−
∫ s′k

0

λ̃k

(
u′(ξ), v′k(ξ), σ′(ξ)

)
dξ −

∫ s′′k

0

λ̃k

(
u′′(ξ), v′′k (ξ), σ′′(ξ)

)
dξ

∣∣∣∣∣
= O(1) · J (s′k, s

′′
k) + I1 + I2 ,

(3.10)
where

I1 =
∫ s′k

0

∣∣∣λ̃k

(
u(ξ), vk(ξ), σ(ξ)

)
− λ̃k

(
u′(ξ), v′k(ξ), σ′(ξ)

)∣∣∣ dξ ,
I2 =

∫ s′′k

0

∣∣∣λ̃k

(
u(s′k + ξ), vk(s′k + ξ), σ(s′k + ξ)

)
− λ̃k

(
u′′(ξ), v′′k (ξ), σ′′(ξ)

)∣∣∣ dξ .
Setting

Γ
.=

{
(u, vk, σ) : |u− u0|, |vk|, |σ| ≤ δ

}
, (3.11)

with
δ
.= max

{
sup

0≤ξ≤sk

|u(ξ)− u0|, sup
0≤ξ≤s′k

|u′(ξ)− u0|
}
, (3.12)

thanks to (2.4) we may estimate the term I1 as

I1 ≤ O(1) ·
∫ s′k

0

[
sup

(u,vk,σ)∈Γ

∣∣∣Duλ̃k(u, vk, σ)
∣∣∣ · ∣∣u(ξ)− u′(ξ)

∣∣+
+ sup
(u,vk,σ)∈Γ

∣∣∣Dvk
λ̃k(u, vk, σ)

∣∣∣ · ∣∣vk(ξ)− v′k(ξ)
∣∣+

+ sup
(u,vk,σ)∈Γ

∣∣∣Dσλ̃k(u, vk, σ)
∣∣∣

|vk|
·
∣∣vk(ξ)

∣∣ · ∣∣σ(ξ)− σ′(ξ)
∣∣]dξ

≤ O(1)·max
{
s′k, δ

}
·
[
‖u− u′‖∞,s′k

+ ‖vk − v′k‖1,s′k
+ ‖vkσ − v′kσ

′‖1,s′k

]
,

(3.13)
where ‖ · ‖∞,s′k

, ‖ · ‖1,s′k
denote the L∞ and L1 norm, respectively, relative

to the interval [0, s′k]. Then, observing that by the proof of [7, Lemma 3.9],
(assuming s′k, δ sufficiently small) one has

max
{
s′k, δ

}
·‖u−u′‖∞,s′k

+‖vk−v′k‖1,s′k
+‖vkσ−v′kσ′‖1,s′k

= O(1)·J (s′k, s
′′
k) ,

(3.14)
from (3.13) we deduce

I1 = O(1) · J (s′k, s
′′
k) . (3.15)
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The quantity I2 can be estimated in an entirely similar way, so that due
to (3.10) we recover (3.8).

Case 2: s′k · s′′k < 0. To fix the ideas, assume that s′k ≥ −s′′k ≥ 0. As in (3.10),
relying on (3.2), (3.9) we derive∣∣∣F̃k[uL](sk, sk)− F̃k[uL](s′k, s

′
k)−F̃k[uM ](s′′k , s

′′
k)

∣∣∣ =

= O(1) · J (s′k, s
′′
k) + I3 + I4 ,

(3.16)

where

I3 =
∫ s′k+s′′k

0

∣∣∣λ̃k

(
u(ξ), vk(ξ), σ(ξ)

)
− λ̃k

(
u′(ξ), v′k(ξ), σ′(ξ)

)∣∣∣ dξ ,
I4 =

∫ −s′′k

0

∣∣∣λ̃k

(
u′(s′k + s′′k + ξ), v′k(s′k + s′′k + ξ), σ′(s′k + s′′k + ξ)

)
+

−λ̃k

(
u′′(s′′k + ξ), v′′k (s′′k + ξ), σ′′(s′′k + ξ)

)∣∣∣ dξ .
The quantities I3, I4 can be estimated in an entirely similar way as I1 in
(3.13)-(3.15) obtaining

I3 = O(1) · J (s′k, s
′′
k) , I4 = O(1) · J (s′k, s

′′
k) . (3.17)

Hence (3.8) follows from (3.16), (3.17), thus completing the proof of the
lemma.
ut

As customary, we define the total strength of waves in an approximate solution
uε(t) as

V (t) .=
∑
α

|sα| . (3.18)

Moreover, for every pair of waves of the same family s′, s′′, we define the amount
of cancellation as

C(s′, s′′) .=

{
min

{
|s′|, |s′′|

}
if s′s′′ < 0 ,

0 otherwise,
(3.19)

and we introduce the following definitions of quantity of interaction.

Definition 4. Consider two waves of sizes s′, s′′ belonging to the the same k-th
characteristic family, with left states u′, u′′, respectively. Let σ′ .= σk[u′](s′, ·),
σ′′

.= σk[u′′](s′′, ·) denote the corresponding wave-speed maps defined in (2.9),
and set

I(s′, s′′) .=
∫ |s′|

0

∫ |s′′|

0

∣∣σ′(ξ)− σ′′(ξ′)
∣∣ dξdξ′ . (3.20)
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Next, letting F̃ ′ .= F̃k[u′](s′, · ), F̃ ′′ .= F̃k[u′′](s′′, · ) be the reduced flux with
starting point u′, u′′, evaluated along the solution of (2.5) on the interval [0, s′],
and [0, s′′], respectively (cfr. def. (2.9)), and assuming that s′, s′′ ≥ 0, set

τ ′
.= sup

{
τ ∈ [0, s′] : conv[0, s′]F̃

′(ξ) = conv[0, s′+s′′]F̃
′∪F̃ ′′(ξ) ∀ ξ ∈ [0, τ ]

}
,

τ ′′
.= inf

{
τ ∈ [0, s′′] : conv[0, s′′]F̃

′′(ξ) = conv[0, s′+s′′]F̃
′∪F̃ ′′(ξ) ∀ ξ ∈ [τ, s′′]

}
,

(3.21)
(adopting the same notations of Definition 3). Then, we define the quantity of
effective interaction Ie(s′, s′′) between s′ and s′′ as

Ie(s′, s′′) .= I(s′ − τ ′, τ ′′), (3.22)

where the right hand-side of (3.22) is defined according with (3.20) interpreting
s′ − τ ′, τ ′′ as waves of the k-th family with left states u] .= Tk[u′](τ ′) and
u′′, respectively. Entirely similar definitions are given when s′, s′′ have both
negative sign.

Remark 3. By the Lipschitz continuity of the map (u, s) 7→ σk[u](s, · ) it fol-
lows that

I(s′, s′′) = O(1) · |s′s′′| ·
[
|s′|+ |s′′|+ |u′ − u′′|

]
, (3.23)

and, in the particular case where s′ = s′′, one has

I(s, s) = O(1) · |s|3. (3.24)

Remark 4. Employing the definition (3.20) we can rewrite the functional Q
introduced in (1.19) as

Q(t) .= c ·
∑

kα<kβ

xα(t)>xβ(t)

∣∣sαsβ

∣∣ +
∑

kα=kβ

I(sα, sβ)
|sα|+ |sβ |

. (3.25)

Remark 5. If s′, s′′ are two adjacent waves with the same sign and belonging
to the same characteristic family, by the analysis in [7, §4] and [8], and because
of [7, Remark 3.6], it follows

J (s′, s′′) = O(1) · Ie(s′, s′′) . (3.26)

Moreover, if we consider the potential interaction functional introduced in [7]

Q(t) .=
∑

kα<kβ

xα(t)>xβ(t)

∣∣sαsβ

∣∣ +
1
4

∑
kα=kβ

I(sα, sβ) (3.27)

(where xα(t) denotes the position of the wave sα belonging to the kα-th char-
acteristic family), thanks again to the analysis in [7, §4] and [8] we deduce
that, in the same setting of Lemma 1, the variation of Q corresponding to the
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incoming waves s′1, . . . , s
′
N , s′′1 , . . . , s

′′
N , and to the outgoing waves s1, . . . , sN is

bounded by

∆Q ≤ −c0

 ∑
1≤i,j≤N

i>j

|s′is′′j |+
∑

1≤i≤N

s′is
′′
i <0

J (s′i, s
′′
i ) +

∑
1≤i≤N

s′is
′′
i >0

Ie(s′i, s
′′
i )

 , (3.28)

for some constant c0 > 0.

Relying on the estimates (3.2) and (3.26), (3.28) we are now ready to
show that, given a Glimm approximate solution uε, the interaction potential Q
in (3.25) is decreasing across the grid-times iε, and that the variation of the
total strength of waves V in uε is controlled by |∆Q|.

Proposition 1. In the same setting of Lemma 1, there exist constants χ2, c1 >
0, and c > 0 in (3.25) such that, setting ∆V .= V + − V −, ∆Q .= Q+ − Q−1 ,
where V −, Q− and V +, Q+ denote the values of V,Q related, respectively, to the
incoming waves s′1, . . . , s

′
N , s′′1 , . . . , s

′′
N , and to the outgoing waves s1, . . . , sN ,

and assuming V −≤ χ2, there hold

∆V ≤ −c1 ·
N∑

i=1

C(s′i, s′′i ) +O(1) ·

 ∑
1≤i,j≤N

i>j

|s′is′′j | +
∑

1≤i≤N

s′is
′′
i >0

Ie(s′i, s
′′
i )

 ,
(3.29)

∆Q ≤ −c1 ·

 ∑
1≤i,j≤N

i>j

|s′is′′j |+
∑

1≤i≤N

s′is
′′
i >0

Ie(s′i, s
′′
i )

|s′i|+ |s′′i |

 +O(1) · V − ·
N∑

i=1

C(s′i, s′′i ) .

(3.30)

Proof. Observing that by (2.19) one has

∑
1≤i≤N

s′is
′′
i <0

J (s′i, s
′′
i ) = O(1) ·

∑
1≤i≤N

s′is
′′
i <0

|s′is′′i | = O(1) · V − ·
N∑

i=1

C(s′i, s′′i ) ,
(3.31)

we deduce that (3.29) is an immediate consequence of (3.2) and (3.26), (3.31),
provided that V − is sufficiently small. Thus, we will focus our attention on the
estimate (3.30). For sake of simplicity, we shall consider only the case in which
the two adjacent Riemann problems (uL, uM ), (uM , uR) are solved by a single
wave, say s′ and s′′, s′ on the left of s′′, so that we have V − = |s′|+ |s′′|. We
distinguish three cases, depending on the characteristic families of s′ and s′′

and on their sign sizes.
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1. s′ and s′′ are waves of the k′ and k′′ < k′ characteristic families.
Relying on (3.2), (3.24), we find that the variation of Q is bounded by

∆Q =
[
I(sk′ , sk′)

2|sk′ |
− I(s′, s′)

2|s′|

]
+

[
I(sk′′ , sk′′)

2|sk′′ |
− I(s′′, s′′)

2|s′′|

]
− c |s′s′′|

≤
∣∣I(sk′ , sk′)− I(s′, s′)

∣∣
2|s′|

+

∣∣I(sk′′ , sk′′)− I(s′′, s′′)
∣∣

2|s′′|
+

+O(1)·
[
I(sk′ , sk′)
|s′|2

+
I(sk′′ , sk′′)

|s′′|2

]
·
[∣∣s′−sk′

∣∣+∣∣s′′−sk′′
∣∣]− c |s′s′′|

≤
∣∣I(sk′ , sk′)− I(s′, s′)

∣∣
2|s′|

+

∣∣I(sk′′ , sk′′)− I(s′′, s′′)
∣∣

2|s′′|
+

+O(1) ·
[
|s′|+ |s′′|

]
· |s′s′′| − c |s′s′′| .

(3.32)

Set u] .= Tk′′ [uL](sk′′), call σk′
.= σk′ [uL](sk′ , ·), σ′

.= σk′ [u]](s′, ·) the wave-
speed maps of sk′ , s

′, and denote by ‖σk′ − σ′‖∞ the L∞ norm relative to
the maximal common interval of definition of σk′ , σ

′. Then, by the Lipschitz
continuity of (u, s) 7→ σk[uL](s, · ), and because of (3.2), we derive

∣∣I(sk′ , sk′)− I(s′, s′)
∣∣ = O(1) ·

[
|s′|2

∥∥σk′ − σ′
∥∥
∞+

(
|s′|+|sk′ |

)
·
∣∣s′−sk′

∣∣]
= O(1) · |s′|2|s′′| .

(3.33)
With the same arguments, and adopting the same notations, we get

∣∣I(sk′′ , sk′′)−I(s′′, s′′)
∣∣=O(1)·

[
|s′′|2

∥∥σk′′−σ′′
∥∥
∞+

(
|s′′|+|sk′′ |

)
·
∣∣s′′−sk′′

∣∣]
=O(1) · |s′||s′′|2 .

(3.34)
Hence, (3.32)-(3.34) together yield

∆Q ≤ O(1) · |s′s′′| − c |s′s′′| , (3.35)

which proves (3.30) provided that c > 0 in (3.25) is chosen sufficiently large.

2. s′ and s′′ are both k-waves and s′s′′ < 0.
To fix the ideas, assume that s′ > 0. We shall consider three cases.
(a) |s′′| ≤ |s′ + s′′|.

In this case, one has −s′ < s′′ < 0, s′ + s′′ > 0, and C(s′, s′′) = |s′′|.
Using (3.2), (3.24), and relying on (2.19), we find that the variation of Q
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is bounded by

∆Q =
I(sk, sk)

2|sk|
−

[
I(s′, s′)

2|s′|
+
I(s′′, s′′)

2|s′′|
+

2 I(s′, s′′)
|s′|+ |s′′|

]

≤ I(sk, sk)
2|s′ + s′′|

−
[
I(s′, s′)

2|s′|
+
I(s′′, s′′)
2|s′ + s′′|

+
2 I(s′, s′′)
|s′|+ |s′′|

]
+

+O(1) · I(sk, sk)
|s′ + s′′|2

·
∣∣sk − (s′ + s′′)

∣∣
≤ I(sk, sk)

2|s′ + s′′|
−

[
I(s′, s′)

2|s′|
+
I(s′′, s′′)
2|s′ + s′′|

+
2 I(s′, s′′)
|s′|+ |s′′|

]
+

+O(1) · |s′ + s′′| · J (s′, s′′)

≤ I(sk, sk)
2|s′ + s′′|

−
[
I(s′, s′)

2|s′|
+
I(s′′, s′′)
2|s′ + s′′|

+
2 I(s′, s′′)
|s′|+ |s′′|

]
+O(1)·|s′s′′| .

(3.36)
On the other hand, since |s′| = |s′ + s′′| + |s′′| ≤ 2|s′ + s′′|, applying
(3.23), (3.24) we derive

I(s′, s′)
2|s′|

=
I(s′, s′)

2|s′ + s′′|
+O(1) · I(s′, s′)

|s′ + s′′|2
· |s′′|

=
I(s′, s′)

2|s′ + s′′|
+O(1) · |s′s′′| ,

(3.37)

I(s′, s′′)
|s′|+ |s′′|

=
I(s′, s′′)
2|s′ + s′′|

+O(1) · I(s′, s′′)
|s′ + s′′|2

· |s′′|

=
I(s′, s′′)
2|s′ + s′′|

+O(1) · |s′s′′| ,
(3.38)

which, together with (3.36), yields

∆Q ≤
I(sk, sk)−

[
I(s′, s′) + I(s′′, s′′) + 2 I(s′, s′′)

]
2|s′ + s′′|

+O(1) · |s′s′′| .

(3.39)
Notice now that, recalling definition (3.27), and thanks to (3.28) one
has

I(sk, sk)−
[
I(s′, s′) + I(s′′, s′′) + 2 I(s′, s′′)

]
=

= 4∆Q < 0 .
(3.40)

Hence, from (3.39)-(3.40) we recover (3.30) since |s′s′′| ≤ V − · C(s′, s′′).
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(b) |s′| ≤ |s′ + s′′| < |s′′|.
In this case, one has s′′ < s′ + s′′ ≤ −s′ < 0, and C(s′, s′′) = |s′|.
Using (3.2), (3.23), (3.24), relying on (2.19), and observing that |s′′| =
|s′ + s′′|+ |s′| ≤ 2|s′ + s′′|, with similar computations as in (3.36)-(3.38)
we find that

∆Q =
I(sk, sk)

2|sk|
−

[
I(s′, s′)

2|s′|
+
I(s′′, s′′)

2|s′′|
+

2 I(s′, s′′)
|s′|+ |s′′|

]

≤ I(sk, sk)
2|s′ + s′′|

−
[
I(s′, s′)

2|s′ + s′′|
+
I(s′′, s′′)

2|s′′|
+

2 I(s′, s′′)
|s′|+ |s′′|

]
+

+O(1) · I(sk, sk)
|s′ + s′′|2

·
∣∣sk − (s′ + s′′)

∣∣
≤ I(sk, sk)

2|s′ + s′′|
−

[
I(s′, s′)

2|s′ + s′′|
+
I(s′′, s′′)

2|s′′|
+

2 I(s′, s′′)
|s′|+ |s′′|

]
+O(1)·|s′s′′| ,

(3.41)
and

I(s′′, s′′)
2|s′′|

=
I(s′′, s′′)
2|s′ + s′′|

+O(1) · I(s′′, s′′)
|s′ + s′′|2

· |s′|

=
I(s′′, s′′)
2|s′ + s′′|

+O(1) · |s′s′′| ,
(3.42)

I(s′, s′′)
|s′|+ |s′′|

=
I(s′, s′′)
2|s′ + s′′|

+O(1) · I(s′, s′′)
|s′ + s′′|2

· |s′|

=
I(s′, s′′)
2|s′ + s′′|

+O(1) · |s′s′′| .
(3.43)

Hence, relying on (3.28) and (3.41)-(3.43), we derive (3.39)-(3.40), which
imply (3.30) since |s′s′′| ≤ V − · C(s′, s′′).

(c) |s′ + s′′| ≤ min{|s′|, |s′′|}.
In this case, using (3.2), (3.24), we derive

∆Q ≤ I(sk, sk)
2|sk|

= O(1) · |sk|2

= O(1) ·
[
|s′ + s′′|2 + |s′s′′|

]
= O(1) · |s′s′′| ,

(3.44)

which proves (3.30) since we have |s′s′′| ≤ V − · C(s′, s′′).
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3. s′ and s′′ are both k-waves and s′s′′ > 0.
Using (3.2), (3.24), and relying on (3.26), (3.28), with similar computations
as above we find

∆Q =
I(sk, sk)

2|sk|
−

[
I(s′, s′)

2|s′|
+
I(s′′, s′′)

2|s′′|
+

2 I(s′, s′′)
|s′|+ |s′′|

]

≤
I(sk, sk)−

[
I(s′, s′) + I(s′′, s′′) + 2 I(s′, s′′)

]
2(|s′|+ |s′′|)

+

+O(1) · I(sk, sk)
(|s′|+ |s′′|)2

·
∣∣sk − (s′ + s′′)

∣∣
≤
I(sk, sk)−

[
I(s′, s′) + I(s′′, s′′) + 2 I(s′, s′′)

]
2(|s′|+ |s′′|)

+O(1) · J (s′, s′′)

≤
[
−c0

2
+O(1) · (|s′|+ |s′′|)

]
· I

e(s′, s′′)
|s′|+ |s′′|

,

(3.45)
which proves (3.30) assuming V − sufficiently small. This completes the
proof of the proposition.
ut

An immediate consequence of Proposition 1 is the following

Corollary 1. For every compact set K ⊂ Ω, there exist constants χ3, c2, C > 0
such that the following holds. Let uε = uε(t, x) be a Glimm approximate
solution of (1.4), (1.6), defined on the strip [0, iε] × R, suppose that no split-
ting of a rarefaction component of a wave in uε(iε−, ·) is determined by the
sampling θi, and assume that Tot.Var.{uε(iε−, ·)} < χ3, lim

x→−∞
uε(iε−, x) ∈ K.

Then, letting V − .= V (iε−), Q− .= Q(iε−) and V + .= V (iε+), Q+ .= Q(iε+)
denote the values of V,Q related to uε(iε−, ·) and uε(iε+, ·), respectively, and
setting ∆V (iε) .= V + − V −, ∆Q(iε) .= Q+ −Q−, there hold

[
∆V + C ·∆Q

]
(iε) ≤ −c2 ·

 ∑
kα<kβ

xα>xβ

|sαsβ |+
∑

kα=kβ

C(sα, sβ) +
∑

kα=kβ

sα·sβ>0

Ie(sα, sβ)
|sα|+ |sβ |

,
(3.46)

where sα denotes a wave in uε(iε−, ·) of the kα-th family located in xα.

Remark 6. Consider two adjacent Riemann problems (wj−1, wj), (wj , wj+1),
with wj−1 .= uε(iε+, (j− 1)ε), wj .= uε(iε+, jε), wj+1 .= uε(iε+, (j+1)ε), in a
Glimm approximate solution uε. Assume that the fastest wave sα of (wj−1, wj)
belongs to the same family of the slowest wave sβ of (wj , wj+1), and suppose
that they are not interacting, i.e. that J (sα, sβ) = Ie(sα, sβ) = 0. Then, it
will be convenient to treat sα and sβ as a single wave when considering their
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contribution to the cubic part of the potential interaction (3.25). Thanks to
this choice the functional Q remains unchanged when it occurs the splitting of
a wave determined by the sampling procedure. On the other hand, in this way
one has to pay attention to the fact that the entire effect on the functional Q of
an interaction of one of the two waves sα, sβ with another wave, say sγ , can be
computed only when sγ has concluded the interaction with both waves sα, sβ .

By Corollary 1, and in view of the Remark 6, it follows that if V (t), Q(t)
denote the total strength of waves (3.18) and the interaction potential (3.25) of
an approximate solution uε(t) constructed by the Glimm scheme, the functional

t 7→ Υ (t) .= V (t) + C ·Q(t) (3.47)

is non increasing in time provided that the initial strength V (0) is sufficiently
small. Moreover, for any given 0 ≤ m < n, the total amount of wave interac-
tion and cancellation taking place in the time interval [mε, nε] is bounded by
O(1) · |Υm,n|, where

∆Υm,n .= Υ (nε+)− Υ (mε+) (3.48)

denotes the variation of Υ on [mε, nε].

4. Wave tracing for general quasilinear systems

We will show now how to implement a wave tracing algorithm for a general
quasilinear system (1.1) so that the change in strength and the product of
strength times the variation in speeds of the primary waves be bounded by the
variation of the Glimm functional in (3.47). Namely, recalling the Definition 2
of a wave partition, we have the following result analogous to [5, Proposition 2].

Proposition 2. Given a Glimm approximate solution and any fixed 0 ≤ m <
n, there exists a partition of elementary wave sizes and speeds

{
yh

k (i, j), λh
k(i, j)

}
,

k = 1, . . . , N , i = m,m+ 1, . . . , n, j ∈ Z, so that the following hold.

1. For every i, j, k,
{
yh

k (i, j)
}

0<h≤`k(i,j)
is a partition of the wave of the k-th

family issuing from (iε, jε), and
{
λh

k(i, j)
}

0<h≤`k(i,j)
are the corresponding

speeds, according with Definition 2.
2. For every i, j, k,

{
yh

k (i, j), λh
k(i, j)

}
0<h≤`k(i,j)

is a disjoint union of the two
sets {

ỹh
k (i, j), λ̃h

k(i, j)
}
,

{˜̃yh

k(i, j), ˜̃
λ

h

k(i, j)
}
,

with the following properties:
(a) ∑

j,k,h

∥∥˜̃yh

k(i, j)
∥∥ = O(1) ·

∣∣∆Υm,n
∣∣ ∀ m ≤ i ≤ n ; (4.1)
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(b) for every fixed i, k, h, there is a one-to-one correspondence between{
ỹh

k (m, j), λ̃h
k(m, j) ; j ∈ Z

}
and

{
ỹh

k (i, j), λ̃h
k(i, j) ; j ∈ Z

}
:{

ỹh
k (m, j), λ̃h

k(m, j)
}
↔

{
ỹh

k (i, `(i,j,k,h)), λ̃h
k(i, `(i,j,k,h))

}
(4.2)

such that the sizes s̃h
k and the speeds λ̃h

k of the corresponding waves
satisfy∑

j,k,h

(
max

m≤i≤n

∣∣s̃h
k(m, j)− s̃h

k(i, `(i,j,k,h))
∣∣) = O(1) ·

∣∣∆Υm,n
∣∣ , (4.3)

∑
j,k,h

(∣∣s̃h
k(m, j)

∣∣ · max
m≤i≤n

∣∣λ̃h
k(m, j)− λ̃h

k(i, `(i,j,k,h))
∣∣) = O(1) ·

∣∣∆Υm,n
∣∣ ,

(4.4)

where ∆Υm,n is the variation (3.48) of the functional Υ .

Proof. In order to produce a partition for an approximate solution uε that
fulfills properties 1-2, we shall proceed by induction on the time steps iε,
m ≤ i < n. Then, assuming that such a partition is given for all times
mε ≤ t < iε, our goal is to show how to define a partition of the outgoing waves
generated by the interactions that take place at t = iε, preserving the properties
1-2. It will be sufficient to focus our attention on interactions between waves of
the same family, since for interactions between waves of different families the
change in strength and the product of strength times the variation in speeds is
controlled by the variation of a quadratic interaction potential as the first term
in (3.25), and hence it is standard the definition of a partition verifying 1.-2.
for the outgoing waves generated by an interaction of this type (cfr. [25, The-
orem 5.1]).

Thus, consider an interaction between two waves, say s′k, s′′k , issuing from
two consecutive mesh points ((i− 1)ε, (j − 1)ε) and ((i− 1)ε, jε), belonging to
a k-th characteristic family. We shall distinguish two cases.

1. s′k and s′′k have the same sign.
For the sake of simplicity, we assume that s′k, s

′′
k > 0 and that the outgo-

ing k-wave sk is a shock, the other cases being entirely similar. Hence, by
Definition 4, and relying on (3.2), (3.26), we have

I(s′k, s
′′
k) = Ie(s′k, s

′′
k) +O(1) ·

[
|s′|+ |s′′|

]
· Ie(s′k, s

′′
k) . (4.5)

Let {
y′hk , λ

′h
k

}
0<h≤`′

,
{
y′′hk , λ′′hk

}
0<h≤`′′

, (4.6)

be the partitions of s′k and s′′k enjoying the properties 1-2 (on the interval
[mε, (i− 1)ε]), with sizes{

s′hk
}

0<h≤`′
,

{
s′′hk

}
0<h≤`′′

. (4.7)
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For every p 6= k-th wave sp, we may choose a partition {yh
p}0<h≤`p as

in Definition 2, with corresponding speeds {λh
p}0<h≤`p

. Then, if we label

all the subwaves yh
p as secondary waves ˜̃yh

p , the bound (4.1) (for i, j, p) is
certainly satisfied thanks to the interaction estimates (3.2) and to Corol-
lary 1. Instead, for the k-th wave sk, possibly considering a refinement of
the partition of s′′k (or of s′k) we may assume that either s′k + s′′1k ≤ sk, or
s′1k ≤ sk (in the case s′k ≥ sk), and let `

′ .= max{h ≤ `′ :
∑h

q=1 s
′q
k ≤ sk},

`
′′ .= max{h ≤ `′′ : s′k +

∑h
q=1 s

′′q
k ≤ sk}. Then, we define a partition of sk

by means of its sizes, setting

sh
k
.=

s
′h
k if h = 1, . . . , `

′
,

s′′h−`′

k if `
′
= `′ and h = `′ + 1, . . . , `′ + `

′′
,

(4.8)

(possibly refining the partitions (4.6) so to satisfy property 2 of Defini-
tion 2), and choosing a partition of sk − (s′k + s′′k) as in Definition 2 in the
case sk > s′k +s′′k . The subwaves sh

k in (4.8) inherit the same classification in
primary and secondary waves of the corresponding subwaves s′hk or s′′h−`′

k ,
while all the possible subwaves of sk − (s′k + s′′k) are labeled as secondary
waves.

Clearly, the bound (4.1) is again satisfied because of the interaction
estimates (3.2), and thanks to Corollary 1, while the one-to-one correspon-
dence at (4.2) and the bound (4.3) are verified by construction and by the
inductive assumption. Hence, in order to conclude the proof, it remains to
establish only the estimate (4.4) on the wave speeds. To this end, notice that
the Rankine-Hugoniot speed λk of the outgoing k-wave sk coincides with
the speeds λh

k of all subwaves sh
k defined according with Definition 2, since

for a shock wave the integrand function σ(·) in (2.14) results to be a con-
stant (cfr. Remark 1). Moreover, by the choice of the speeds of a partition
at (2.14), one has

λ′h =
1
s′hk

∫ τ ′hk

τ ′h−1
k

σ′(ξ) dξ , λ′′h =
1
s′′hk

∫ τ ′′hk

τ ′′h−1
k

σ′′(ξ) dξ , (4.9)

where τ ′hk
.=

∑h
p=1 s

′p
k , τ ′′hk

.=
∑h

p=1 s
′′p
k , and σ′(·) .= σk[ω′k](s′k, ·), σ′′(·)

.=
σk[ω′′k ](s′′k , ·), denote the map in (2.9) defining the speed of the rarefac-
tion and shock components of s′k and s′′k , respectively (ω′k, ω

′
k being the left

states of s′k, s
′′
k). Then, applying Lemma 1, one obtains the following esti-

mate on the wave speeds (in the same spirit of the ones provided by [25,
Theorem 3.1]):

λk ·
(
s′k + s′′k

)
=

∫ s′k+s′′k

0

σ(ξ) dξ +O(1) · J (s′k, s
′′
k)

=
∫ s′k

0

σ′(ξ) dξ +
∫ s′′k

0

σ′′(ξ) dξ +O(1) · J (s′k, s
′′
k) ,

(4.10)
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which, relying on (4.9), yields

λk ·
(
s′k + s′′k

)
=

`′∑
h=1

s′hk λ
′h
k +

`′′∑
h=1

s′′hk λ′′hk +O(1) · J (s′k, s
′′
k) . (4.11)

Thus, since by the monotonicity property of σ′(·) and σ′′(·), we have

λ′′hk −O(1) · J (s′k, s
′′
k) ≤ λk ≤ λ′hk +O(1) · J (s′k, s

′′
k) ∀ h ,

using (4.11) we derive

|λ′hk − λk| = λ′hk − λk +O(1) · J (s′k, s
′′
k)

=
1

s′k + s′′k
·

[ ∑
p=1,...,`′

s′pk
(
λ′hk − λ′pk

)
+

`′′∑
p=1

s′′pk

(
λ′hk − λ′′pk

)]
+

+O(1) · J (s′k, s
′′
k)

s′k + s′′k
,

which, in turn, yields

`′∑
h=1

s′hk |λ′hk − λk| =
1

s′k + s′′k
·

[
`′∑

h=1

`′∑
p=1

s′hk s
′p
k

(
λ′hk − λ′pk

)
+

+
`′∑

h=1

`′′∑
p=1

s′hk s
′′p
k

(
λ′hk − λ′′pk

)]
+O(1) · J (s′k, s

′′
k) · s′k

s′k + s′′k
.

(4.12)
Notice that the terms of the first double sum on the right hand side of (4.12)
are antisimmetric in (h, p), and hence the first summand vanishes. Moreover,
recalling (3.20), (4.9), and thanks to (4.5), we have

`′∑
h=1

`′′∑
p=1

s′hk s
′′p
k

(
λ′hk − λ′′pk

)
=

=
`′′∑

p=1

s′′pk

`′∑
h=1

∫ τ ′hk

τ ′h−1
k

σ′(ξ) dξ −
`′∑

h=1

s′hk

`′′∑
p=1

∫ τ ′′h−1
k

τ ′′h−1
k

σ′′(η) dη

= s′′k

∫ s′k

0

σ′(ξ) dξ − s′k

∫ s′′k

0

σ′′(η) dη

=
∫ s′k

0

∫ s′′k

0

[
σ′(ξ)− σ′′(η)

]
dη dξ

= Ie(s′k, s
′′
k) +O(1) ·

[
|s′k|+ |s′′k |

]
· Ie(s′k, s

′′
k) .

(4.13)
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Thus, from (4.12)-(4.13), and applying (3.46), we derive

`′∑
h=1

s′hk |λ′hk − λk| =
Ie(s′k, s

′′
k)

|s′k|+ |s′′k |
+O(1) · Ie(s′k, s

′′
k)

= O(1) ·
∣∣∆Υ (iε)

∣∣ ,
(4.14)

where ∆Υ is the variation of the functional Υ in (3.47). An entirely similar
estimate can be obtained for the components of the partition of s′′k , so that
there holds

`′′∑
h=1

s′′hk |λ′′hk − λk| = O(1) ·
∣∣∆Υ (iε)

∣∣ . (4.15)

Therefore, relying on the inductive assumption, from (4.14)-(4.15) we re-
cover the desired estimate (4.4) on the time interval [mε, iε].

2. s′k and s′′k have opposite sign.
To fix the ideas, assume that s′k > −s′′k > 0, the other cases being entirely
similar. Adopting the above notations, we may define a partition {yh

p}0<h≤`p

of the outgoing wave sp (p = 1, . . . , N) of the p-th family issuing from
(iε, jε) (with corresponding speeds {λh

p}0<h≤`p) as in the previous case of
interacting waves with the same sign. In particular, possibly considering a
refinement of the partition of s′k, we define a partition of sk by means of its
sizes as

sh
k
.= s′hk if h = 1, . . . , ` , (4.16)

where `
.= max{h ≤ `′ :

∑h
q=1 s

′q
k = sk}. Such partitions continue to

satisfy the bounds (4.1), (4.3) and the one-to-one correspondence at (4.2),
thanks to the estimate (3.2) and to Corollary 1, and because of the inductive
assumption. Therefore, even in this case the proof will be completed once we
establish the estimate (4.4) on the wave speeds. Towards this goal, observe
as above that the Rankine-Hugoniot speed λk of the outgoing shock sk

coincides with the speeds λh
k of all subwaves λk

h defined according with
Definition 2. On the other hand, applying Lemma 1, relying on (3.23), and
thanks to the Lipschitz continuity of (u, s) 7→ σk[u](s, · ), we deduce that

λk ·
(
s′k + s′′k

)
=

∫ s′k+s′′k

0

σ(ξ) dξ +O(1) · J (s′k, s
′′
k)

=
∫ s′k

0

σ′(ξ) dξ +
∫ s′′k

0

σ′′(ξ) dξ +O(1) · J (s′k, s
′′
k) ,

=
∫ s′k+s′′k

0

σ′(ξ) dξ +
∫ s′′k

0

[
σ′′(ξ)− σ′(ξ + s′)

]
dξ +O(1)·|s′ks′′k |

=
∫ s′k+s′′k

0

σ′(ξ) dξ +O(1) · |s′ks′′k | ,

(4.17)
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which, because of (4.9), yields

λk ·
(
s′k + s′′k

)
=

∑̀
h=1

s′hk λ
′h
k +O(1) · |s′ks′′k | . (4.18)

Hence, observing as in 1. that by the monotonicity property of σ′(·) we have

λk ≤ λ′hk +O(1) · J (s′k, s
′′
k) ∀ h ,

using (3.23), (4.18) we derive

|λ′hk − λk| = λ′hk − λk +O(1) · J (s′k, s
′′
k)

=
1

s′k + s′′k
·

∑
p=1,...,`

s′pk
(
λ′hk − λ′pk

)
+O(1) · |s

′
ks
′′
k |

s′k + s′′k
,

which, in turn, yields

∑̀
h=1

s′hk |λ′hk − λk| =
1

s′k + s′′k
·
∑̀
h=1

∑̀
p=1

s′hk s
′p
k

(
λ′hk − λ′pk

)
+O(1)|s′ks′′k | .

(4.19)
Since the terms in the sum on the right hand-side of (4.19) are antisimmetric
in (h, p), the whole sum vanishes. Hence, applying (3.46), from (4.19) we
recover

∑̀
h=1

s′hk |λ′hk − λk| = O(1)|s′ks′′k |

= O(1) · C(s′k, s′′k)

= O(1) ·
∣∣∆Υ (iε)

∣∣ ,
(4.20)

which proves (4.4) relying on the inductive assumption. This concludes the
proof of the proposition.
ut

5. Conclusion

Relying on the results established in the previous section, one can now
conclude the proof of Theorem 1 following the same strategy adopted in [5,12].
We briefly recall it for completeness.
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Step 1. We use the partition of waves of an approximate solution uε into

primary waves
{
ỹh

k , λ̃
h
k

}
, secondary waves

{˜̃yh

k ,
˜̃
λ

h

k

}
,

provided by Proposition 2 to construct a piecewise constant approximation
ψ = ψ(t, x) of uε(t, x) in a time interval [mε, nε] that enjoys the following
properties (cfr. [12, Section 4]).
1. The wave fronts in ψ are of two kinds, primary and secondary..
2. There is a one-to-one correspondence between primary fronts and primary

waves {ỹh
k}, and the primary front corresponding to ỹh

k (m, j) has constant
size s̃h

k(m, j).
3. Each primary front originates at t = mε and ends at t = nε. In particular,

the primary front corresponding to ỹh
k (m, j) joins the points (mε, jε) and

(nε, `(n,j,k,h)ε) of the (t, x) plane.
4. The left and right states of the primary front corresponding to ỹh

k (m, j),
say uh,L

k (m, j), uh,R
k (m, j), are always related by

uh,R
k (m, j) = Tk

[
uh,L

k (m, j)
](
s̃h

k(m, j)
)
.

Moreover, there holds
ψ(mε) = uε(mε) .

5. Let uL
β (t), and uR

β (t) be the left and right states of a secondary front xβ(t)
of ψ at time t ∈ [mε, nε]. Then, letting CW denote the set of all pairs of
crossing primary waves in uε (i.e. all pair of waves ỹh

k (m, j), ỹh′

k′ (m, j
′) for

which j < j′, k > k′ and `(n,j,k,h) ≥ `(n,j′,k′,h′)), there holds∑
β

∣∣uR
β (t)− uL

β (t)
∣∣ = O(1) ·

[ ∑
j,k,h

∣∣∣˜̃sh

k(m, j)
∣∣∣ +

∑
CW

∣∣∣s̃h
k(m, j) s̃h′

k′ (m, j
′)

∣∣∣]

= O(1) ·
∣∣∆Υm,n

∣∣ ,
where the summand on the left hand side runs over all secondary fronts
in ψ(t), while the second summand on the right hand side runs over all
pairs of crossing primary waves in uε.

6. All secondary fronts travel with speed 2, strictly larger than all character-
istic speeds.

Step 2. Using the same arguments of [12, Section 5], relying on (1.12), (1.16),
(4.3), (4.4), one can prove that∥∥S(n−m)εψ(mε)− ψ(nε)

∥∥
L1 =

= O(1) ·

[∣∣∆Υm,n
∣∣ +

1 + log(n−m)
n−m

+ ε

]
(n−m)ε ,

∥∥uε(nε)− ψ(nε)
∥∥

L1 = O(1) ·∆
∣∣Υm,n

∣∣ · (n−m)ε ,

(5.1)

where S(n−m)εψ(mε) is the semigroup trajectory of (1.4), with initial datum
ψ(mε) = uε(mε), evaluated at time t = (n−m)ε.
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Step 3. As in [12, Section 6], let T = mε + ε′, for some m ∈ N, 0 ≤ ε′ < ε,
and fix a positive constant ρ > 2ε. Then, we inductively define integers
0 = m0 < m1 < . . . < mκ = m with the following procedure. Assuming
mi given:

1. if Υ (miε)− Υ
(
(mi + 1)ε

)
≤ ρ, let mi+1 be the largest integer less or equal

to m such that (mi+1 −mi)ε ≤ ρ and Υ (miε)− Υ (mi+1ε) ≤ ρ;
2. if Υ (miε)− Υ

(
(mi + 1)ε

)
> ρ, set mi+1

.= mi + 1.

On every interval [miε,mi+1ε] where 1. holds, we construct a piecewise constant
approximation of uε according to Step 1. Then, using (5.1) we derive∥∥uε(mi+1ε)− S(mi+1−mi)εu

ε(miε)
∥∥

L1

= O(1) ·

[∣∣∆Υmi,mi+1
∣∣ +

1 + log(mi+1 −mi)
mi+1 −mi

+ ε

](
mi+1 −mi

)
ε .

(5.2)
On the other hand, on each interval [miε,mi+1ε] where 2. is verified, by the
Lipschitz continuity of uε and applying (1.16) we find∥∥uε(mi+1ε)− S(mi+1−mi)εu

ε(miε)
∥∥

L1 = O(1) · ε . (5.3)

Hence, observing that the cardinality of both classes of intervals 1.-2. is bounded
by O(1) · ρ−1, from (5.2)-(5.3) we finally deduce

∥∥uε(T )− STu
∥∥

L1 = O(1) ·

[
ρ+

ε

ρ
log

ρ

ε
+ ε

(
1 +

1
ρ

) ]
,

which yields (1.15) choosing ρ .=
√
ε · log | log ε|. ut
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