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Abstract

The hierarchical reconstruction (HR) [Liu, Shu, Tadmor and Zhang, SINUM ’07]
can effectively reduce spurious oscillations without local characteristic decomposition
for numerical capturing of discontinuous solutions. However, there are still small re-
maining overshoots/undershoots in the vicinity of discontinuities. HR with partial
neighboring cells [Xu, Liu and Shu, JCP ’09] essentially overcomes this drawback for
the third order case, and in the mean time further improves the resolution of the numer-
ical solution. Extending the technique to higher order cases we observe the returning of
overshoots/undershoots. In this paper, we introduce a new technique to work with HR
on partial neighboring cells, which lowers the order of the remainder while maintaining
the theoretical order of accuracy, essentially eliminates overshoots/undershoots for the
fourth and fifth order cases (in one dimensional numerical examples) and reduces the
numerical cost.

1 Introduction

Weak solutions of nonlinear conservation laws contain discontinuities, which provide an in-
teresting subject for numerical study and motivate many fundamental numerical techniques,
for example, the Godunov scheme [7], MUSCL scheme [25, 26, 27], TVD scheme [8], ENO
[9, 23, 24] and WENO schemes [13, 11], and many others. As the formal order of accuracy
of a finite volume scheme becomes higher, local characteristic decomposition is usually re-
quired. For instance in [17], numerical experiments show that without local characteristic
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decomposition, spurious oscillations start to show up for both the upwind WENO scheme
and a central scheme with WENO reconstruction when the order is higher than three, be-
cause the ENO (or WENO) reconstruction locally selects a stencil of cells within the smooth
part of the solution to reconstruct a high order polynomial, which is only possible if the
solution is decomposed in terms of local characteristic variables in the vicinities of inter-
acting discontinuities. If the numerical solution is represented as a piecewise polynomial,
e.g. in the discontinuous Galerkin (DG) method [19, 6, 5, 4], or in a finite volume scheme
with a preliminary reconstruction (to generate a piecewise polynomial solution), the WENO
strategy can be applied to the cell averages of these polynomials [18]. Compact limiting
techniques which are supposed to remove spurious oscillations using information only from
adjacent cells for any orders include the TVD/TVB limiter [6], the moment limiter [2] and
the recently developed hierarchical reconstruction (HR) [15].

HR decomposes the job of limiting a high order polynomial defined in a cell (which
may contain spurious oscillations) into a series of smaller jobs, each of which only involves
the non-oscillatory reconstruction of a linear polynomial, e.g. the MUSCL reconstruction.
Therefore it only uses information from adjacent cells and can be formulated on unstructured
meshes in multi dimensions. It does not use local characteristic decomposition and thus is
less dependent on the underlying equation to be solved. Nevertheless in [15, 16], small
overshoots/undershoots after interactions of discontinuities can still be observed. HR first
takes certain derivative for the polynomials defined in the current cell and its adjacent cells
as in the moment limiter. Then it takes a reconstruction approach, namely, it estimates cell
averages of the linear part of the polynomial in the current cell over adjacent cells to certain
order of accuracy, and applies a non-oscillatory reconstruction to recompute the linear part.
The remainder of the polynomial in the current cell (after removing the linear part) plays a
key role in estimating cell averages (of the linear part) over adjacent cells. If we only estimate
cell averages over partial neighboring cells [29], namely the fraction of adjacent cells (usually
half in size) which are closer to the current cell, the remainder in the current cell can be
extended over a shorter distance in HR which essentially eliminates overshoots/undershoots
in the non-smooth part of the solution in the third order case. However, when the degree
of the remainder gets higher (in higher order cases), we may not be able to estimate cell
averages of the remainder over smaller partial neighboring cells since it may tolerate more
noise in non-smooth regions. This leads us to think of lowering the degree of the remainder
in higher order cases. The consideration is to do so without hurting the provable order
of accuracy or introducing numerical instability. We would also like to mention that the
spectral volume method [28] seems to be more tolerating for limiting techniques. In [30],
HR (without using partial neighboring cells) has been successfully applied to the third order
spectral volume method on triangular meshes.

2 A Brief Review of the Hierarchical Reconstruction

Here we review the hierarchical reconstruction procedure introduced in [15]. Suppose that
the computational domain Ω ∈ Rd is a region associated with a mesh {CI : I = 1, 2, · · · , N},
where CI is called a cell which is a bounded open set with piecewise smooth boundary, xI is
the centroid of CI and

⋃N
I=1 CI = Ω. Let ∆x be the maximum of the diameters of CI for all
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I. Suppose the numerical solution is represented in each cell CI by a polynomial UI(x−xI)
of degree r, though it may contain spurious oscillations. The hierarchical reconstruction
procedure is to recompute the polynomial UI(x− xI) by using polynomials in cells adjacent
to CI . These adjacent cells are collected as the set {CJ} (which also contains cell CI) and the
polynomials (of degree r) supported on them are thus renamed as {UJ(x−xJ )} respectively.
We need to recompute the new coefficients

1

m!
Ũ

(m)
I (0), |m| = r, r − 1, . . . , 0

for UI(x − xI) (written in terms of its Taylor expansion around xI) iteratively from the
highest to the lowest degree terms.

To obtain Ũ
(m)
I (0), we first compute many candidates of U

(m)
I (0) (sometimes still denoted

as Ũ
(m)
I (0) with specification), and we then let the new value for U

(m)
I (0) be

Ũ
(m)
I (0) = F

(
candidates of U

(m)
I (0)

)
,

where F is a convex limiter of its arguments (e.g., the minmod function to be specified later),
F (a1, a2, · · · , al) =

∑l
i=1 θiai, for some θi ≥ 0 and

∑l
i=1 θi = 1.

In order to find these candidates of U
(m)
I (0), |m| = m, we take a (m− 1)th order partial

derivative of UI(x − xI) (and also polynomials in adjacent cells), and express

∂m−1UI(x − xI) = LI(x − xI) + RI(x − xI),

where LI is the linear part (containing the zeroth and first degree terms)and RI is the

remainder. Clearly, every coefficient in the first degree terms of LI is in the set {U
(m)
I (0) :

|m| = m}. And for every m subject to |m| = m, one can always take some (m − 1)th order

partial derivatives of UI(x − xI) so that U
(m)
I (0) is a coefficient in a first degree term of

LI . Thus, a ‘candidate’ for a coefficient in a first degree term of LI is the candidate for the
corresponding U

(m)
I (0).

In order to find a set of candidates for all coefficients in the first degree terms of LI(x−xI),
we only need to know the new approximate cell averages of LI(x − xI) on d + 1 dis-
tinct mesh cells adjacent to cell CI . Assume CJ0

, CJ1
, · · · , CJd

∈ {CJ} are these cells and
LJ0

, LJ1
, · · · , LJd

are the corresponding new approximate cell averages. The set of these d+1

cells with the associated cell averages is called a stencil. Let a linear polynomial L̃I(x− xI)
be determined by the linear system

1

|CJl
|

∫

CJl

L̃I(x − xI)dx = LJl
, l = 0, 1, · · · , d. (2.1)

Then the coefficients in the first degree terms of L̃I(x − xI) become the candidates for
the corresponding coefficients of LI(x − xI). Therefore, a stencil located near cell CI will
determine a set of candidates for all coefficients in the first degree terms of LI(x− xI). The
key is to compute the new approximate cell averages of LI(x − xI) on the cells of {CJ},
which is outlined by the following algorithm.
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Algorithm 1 Step 1. Suppose r ≥ 2. For m = r, r − 1, · · · , 1, do the following:
(a) Take a (m−1)th order partial derivative for each of {UJ(x−xJ)} to obtain polynomials

{∂m−1UJ (x−xJ)} respectively. In particular, denote ∂m−1UI(x−xI) = LI(x−xI)+RI(x−
xI), where LI(x−xI) is the linear part of ∂m−1UI(x−xI) and RI(x−xI) is the remainder.

(b) For all J , calculate the cell average of ∂m−1UJ(x− xJ) on cell CJ to obtain ∂m−1UJ .

(c) Let R̃I(x − xI) be the RI(x − xI) with its coefficients replaced by the corresponding

new values1. For all J , calculate the cell averages of R̃I(x−xI) on the cell CJ to obtain RJ .
(d) Let LJ = ∂m−1UJ − RJ for all J .
(e) Form stencils out of the new approximate cell averages {LJ} by using a MUSCL,

second order ENO or other non-oscillatory strategies. Each stencil will determine a set of
candidates for the coefficients in the first degree terms of LI(x−xI), which are also candidates

for the corresponding U
(m)
I (0)’s, |m| = m.

(f) Repeat from (a) to (e) until all possible combinations of the (m − 1)th order partial
derivatives are taken. Then the candidates for all coefficients in the mth degree terms of
UI(x − xI) have been computed. For each of these coefficients, say 1

m!
U

(m)
I (0), |m| = m, let

the new value Ũ
(m)
I (0) = F

(
candidates of U

(m)
I (0)

)
.

Step 2. The new coefficient in the 0th degree term of UI(x − xI) is chosen so that the
cell average of UI(x − xI) on cell CI is invariant with the new coefficients. At this stage all
the new coefficients of UI(x − xI) have been found.

Even though the non-oscillatory reconstruction of linear polynomials used in Algorithm 1
is only second order accurate (such as the MUSCL or second order ENO), the approximation
order of accuracy of a polynomial in a cell is unaffected by the algorithm, because in Step
1(d) the new approximate cell averages satisfy

LJ =
1

|CJ |

∫

CJ

LI(x − xI)dx + O((∆x)r−m+2) (2.2)

if {UJ(x−xJ)} have optimal order of approximation to the solution which is locally smooth
enough.

3 A Technique to Lower the Degree of the Remainder

Note that in Step 1(c) of Alg. 1, the updated remainder R̃I(x − xI) needs to be aver-
aged outside the cell CI , which is not a problem in smooth regions of the solution. How-
ever, when the involved polynomials contain spurious oscillations, it could cause small over-
shoots/undershoots from our numerical experience. In the third order case (i.e., r = 2 and

R̃I(x−xI) can be up to second degree), this problem has been solved in [29] by applying HR
with partial neighboring cells (about half of the original size) of CI so that they are closer

to CI . In higher order cases, R̃I(x − xI) can be above second degree and further bringing

1At this stage, we have already found new values for all coefficients in the terms of UI(x− xI) of degree
above m. These coefficients remain in RI(x − xI) (after taking a (m − 1)th order partial of UI(x − xI)).

When they are replaced by their corresponding new values, RI(x − xI) becomes R̃I(x − xI).
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partial neighboring cells close to CI could increase the noise level near discontinuities of the
solution. Simply truncating R̃I(x − xI) to up to second degree will hurt the accuracy. Our

new technique uses only second degree terms of R̃I(x − xI) in the estimation of LJ when
J 6= I, and should work with partial neighboring cells for r ≥ 3.

Algorithm 2 Step 1. Suppose r ≥ 3. For m = r, r − 1, · · · , 1, do the following:
(a) Take a (m−1)th order partial derivative for each of {UJ(x−xJ)} to obtain polynomials

{∂m−1UJ (x−xJ)} respectively. In particular, denote ∂m−1UI(x−xI) = LI(x−xI)+RI(x−
xI) = LI(x−xI) + QI(x−xI) + · · · , where LI(x−xI) is the linear part of ∂m−1UI(x−xI),
RI(x − xI) is the remainder and QI(x − xI) is the second degree part of the remainder.

(b) Let ∂m−1UI be the cell average of ∂m−1UI over the cell CI . For all J 6= I, rewrite
∂m−1UJ(x − xJ) = VJ(x − xI) = LJ(x − xI) + QJ (x − xI) + · · · , where LJ(x − xI) is the
linear part of VJ(x−xI) and QJ(x− xI) is the second degree part; calculate the cell average
of LJ(x − xI) + QJ(x − xI) on cell CJ to obtain ∂m−1UJ .

(c) Let RI be the cell average of R̃I(x−xI) over cell CI , where R̃I(x−xI) is the RI(x−xI)

with its coefficients replaced by the corresponding new values, similarly for Q̃I(x − xI). For

all J 6= I, calculate the cell averages of Q̃I(x − xI) on cell CJ to obtain RJ .
(d) Same as in Alg. 1.
(e) Same as in Alg. 1.
(f) Same as in Alg. 1.

Step 2. Same as in Alg. 1.

Remark. In Alg. 2, when m = r and r−1, the new coefficients are computed in exactly
the same way as in Alg. 1 modulo the differences in Step 1(a), (b) and (c).

Condition 1 Let {xJ0
,xJ1

, · · · ,xJd
} be the d+ 1 cell centroids of a stencil. Then there is a

point among them, say xJ0
, such that the matrix A = 1

∆x
[xJ1

− xJ0
,xJ2

−xJ0
, · · · ,xJd

−xJ0
]

is non singular. Further, there is a constant β > 0 independent of ∆x such that ||A−1|| ≤ β.

In 2D, this condition means that xJ0
,xJ1

,xJ2
are not along a straight line. Further, the

angles of the triangle xJ0
,xJ1

,xJ2
have a positive lower bound independent of ∆x.

Theorem 1 Suppose {UJ(x − xJ)} in Algorithm 2 approximate a Cr+1 function u(x) with
point-wise error O

(
(∆x)r+1

)
within their respective cell {CJ}, and all cells in {CJ} are

contained in a circle centered at xI with radius O(∆x). Let the d + 1 cell centroids in every
stencil used in Algorithm 2 satisfy Condition 1. Then after the application of Algorithm 1,
the polynomial ŨI(x−xI), i.e. UI(x−xI) with its coefficients replaced by the corresponding
new values also approximates the function u(x) with point-wise error O

(
(∆x)r+1

)
within cell

CI . The cell average of ŨI(x − xI) on cell CI is the same as that of UI(x − xI).

Proof. The proof follows [15] exactly once we show that the estimate (2.2) also holds for
Algorithm 2. From the assumption we know that the coefficients in the mth degree terms
of UI(x − xI), 0 ≤ m ≤ r, are the (r − m + 1)th order approximation to the corresponding
coefficients of the Taylor expansion of u(x) at xI .
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Assume that when starting to compute new values for the coefficients of the mth degree
terms of UI(x − xI), 1 ≤ m ≤ r, all the computed new values (if there are any) for the
coefficients of the lth degree terms (m < l ≤ r, if they exist) of UI(x−xI) are their (r−l+1)th

order approximations respectively. In fact, when m = r, there is no new coefficient which
has been computed in Step 1 (a). However, the following argument will show that the new
values computed in Step 1 (f) for coefficients of the rth degree terms of UI(x− xI) are their
first order approximations respectively.

Let LI(x − xI) = c0 + c1 · (x − xI) in Step 1 (a) and let L̂(x − xI) = ĉ0 + ĉ1 · (x − xI)
be the corresponding linear part in the Taylor expansion of the same ( as for UJ ) (m− 1)th

partial derivative of u(x) at xI . Therefore c0 and c1 approximate ĉ0 and ĉ1 to the order of
O

(
(∆x)r−m+2

)
and O

(
(∆x)r−m+1

)
respectively. Also from the above assumptions it is easy

to see that

RI = (1/|CI |)
∫

CI
RI(x − xI)dx + O

(
(∆x)r−m+2

)
,

RJ = (1/|CJ |)
∫

CJ
QI(x − xI)dx + O

(
(∆x)r−m+2

)
for J 6= I,

∂m−1UI = (1/|CI |)
∫

CI
[LI(x − xI) + RI(x − xI)]dx and

∂m−1UJ = (1/|CJ |)
∫

CJ
[LI(x − xI) + QI(x − xI)]dx + O

(
(∆x)r−m+2

)
for J 6= I.

(3.1)

Therefore LJ = ∂m−1UJ −RJ in Step 1 (d) approximates the cell average of L̂(x) on cell CJ

to the order of O(∆xr−m+2), for all J .

Reconstructing L̃I(x− xI) = c̃0 + c̃1 · (x− xI) from a stencil CJ0
, CJ1

, · · · , CJd
∈ {CJ} is

to find c̃0 and c̃1 satisfying the following linear system (see (2.1)),

1

|CJl
|

∫

CJl

(c̃0 + c̃1 · (x − xI))dx = c̃0 + c̃1 · (xJl
− xI) (3.2)

= LJl
= ĉ0 + ĉ1 · (xJl

− xI) + O
(
(∆x)r−m+2

)
,

where xJl
is the cell centroid of cell CJl

, l = 0, · · · , d. The solutions are candidates for c0

and c1 respectively. Subtracting e.g. the first equation (l = 0) from the rest of the equations
in (3.2) we can obtain

AT (c̃1 − ĉ1) = O
(
(∆x)r−m+1

)
,

where A = 1
∆x

[xJ1
− xJ0

,xJ2
− xJ0

, · · · ,xJd
− xJ0

]. From Condition 1, ||A−1|| is bounded
independent of ∆x. We conclude that the candidate

c̃1 = ĉ1 + O
(
(∆x)r−m+1

)
. (3.3)

Since the function F used in Step 1 (f) is a convex combination of its arguments, it does
not change the approximation order of its arguments. Estimate (3.3) does not involve any
new coefficient when m = r, thus this shows that the new values computed in Step 1 (f)
for the coefficients of the rth degree terms of UI(x− xI) are their first order approximations
respectively. Therefore by induction for m = r − 1, · · · , 1, estimate (3.3) implies that the
new values for coefficients of the mth degree terms of UI(x−xI) are their (r−m+1)th order

approximations. Along with Step 2, we conclude that ŨI(x − xI) = u(x) + O
(
(∆x)r+1

)
for

x ∈ CI , and the cell average of UI(x−xI) on cell CI is unchanged with the new coefficients.
The proof is now complete.
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4 Application to 1D Conservation Laws

We now use the finite volume scheme with HR to solve the 1D conservation law

∂u

∂t
+

∂f(u)

∂x
= 0, (x, t) ∈ R × (0, T ), (4.1)

u(x, 0) = u0(x), x ∈ R.

Let {xi} be a uniform partition in R with ∆x = xi+1 − xi and xi+1/2 = 1
2
(xi + xi+1). The

interval (xi−1/2, xi+1/2) is considered as a cell for all i. Integrating (4.1) over (xi−1/2, xi+1/2)
we obtain

d

dt
ui = −

1

∆x
{f(u)|xi+1/2

− f(u)|xi−1/2
},

where ui is the cell average of u over (xi−1/2, xi+1/2). Let Ui be the numerical cell average

approximating ui. Let Ũi(x) be a polynomial defined on (xi−1/2, xi+1/2) for all i, reconstructed
out of {Ui}. This reconstruction procedure is a major step for a high order finite volume
scheme

d

dt
Ui = −

1

∆x
{Fi+1/2 − Fi−1/2},

where Fi+1/2 = h(Ũi(xi+1/2−), Ũi+1(xi+1/2+)) is a flux function. Here we use the Lax-
Friedrich flux function h(a, b) = 1

2
[f(a)+f(b)]+ α

2
(a−b), where α = maxu |f

′(u)| is the largest
characteristic speed, see [22] for more details. We use the third order TVD Runge-Kutta
method [23] for the time discretization. For systems of conservation laws, the reconstruc-
tion is applied to conservative variables (component-wise) without using local characteristic
decomposition.

4.1 Preliminary Reconstruction

Given the numerical cell averages {Ui} at a time t, we use a central reconstruction to form a
piecewise polynomial function Ui(x), x ∈ (xi−1/2, xi+1/2) for all i, although the reconstructed
function may contain spurious oscillations in non smooth regions of the solution (see e.g.
[16]).

Fourth Order Case. The reconstructed function is a piecewise third degree polynomial
(r = 3). For convenience, rewrite the reconstructed third degree polynomial in (xi−1/2, xi+1/2)
as Ui(x−xi) = c0 + c1(x−xi)+ c2(x−xi)

2 + c3(x−xi)
3. The coefficients of this polynomial

can be determined by a least square fit [3, 10]

Minimize
∑

{j:0<|j−i|≤2}

{ 1

∆x

∫ xj+1/2

xj−1/2

Ui(x − xi)dx − Uj

}2
,

subject to
1

∆x

∫ xi+1/2

xi−1/2

Ui(x − xi)dx = Ui.

Fifth Order Case. The reconstructed function is a piecewise fourth degree polyno-
mial (r = 4). For convenience, rewrite the reconstructed fourth degree polynomial in
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∆x 1/10 1/20 1/40 1/80 1/160
L1 error 1.10E-4 2.65E-6 1.01E-7 5.31E-9 3.06E-10
order - 5.38 4.71 4.25 4.12

L∞ error 1.96E-4 7.48E-6 2.27E-7 1.65E-8 9.99E-10
order - 4.71 5.04 3.78 4.05

Table 1: Convergence test for the Burgers equation. 4th order case. Alg. 2 with partial
neighboring cells.

(xi−1/2, xi+1/2) as Ui(x − xi). The coefficients of this polynomial can be determined by
Solving the following linear system [1]

1

∆x

∫ xj+1/2

xj−1/2

Ui(x − xi)dx = Uj ,

for all j such that |j − i| ≤ 2.

4.2 Hierarchical Reconstruction

By using a preliminary reconstruction we have obtained a polynomial solution of degree r,
Ui(x − xi), x ∈ (xi−1/2, xi+1/2), for all i. We then apply HR (Alg. 2), to recompute each
polynomial and remove possible spurious oscillations. This procedure can also be applied
wherever necessary to reduce the cost (see, e.g. [16, 29]), which is out of our focus here.

Suppose we want to recompute Ui(x− xi) in (xi−1/2, xi+1/2) to obtain Ũi(x− xi). Using the
partial neighboring cell idea [29] and notations of Alg. 2, we set

CI = (xi−1/2, xi+1/2),

{CJ} = {(xi−1, xi−1/2), CI , (xi+1/2, xi+1)},

where (xi−1, xi−1/2) and (xi+1/2, xi+1) are partial neighboring cells where the supported poly-
nomials are still Ui−1(x − xi−1) and Ui+1(x − xi+1) respectively. The only two stencils used
in Step 1(e) of Alg. 2 are {(xi−1, xi−1/2), CI} and {CI , (xi+1/2, xi+1)}. The limiter function
F of Alg. 2 is taken to be the center biased minmod function [26]

F (a, b) =






min{(1 + ǫ)a, (1 + ǫ)b, (a + b)/2}, if a, b > 0
max{(1 + ǫ)a, (1 + ǫ)b, (a + b)/2}, if a, b < 0
0, otherwise

where ǫ is a small perturbation parameter taken to be 0.01 [16] in this paper (see [21, 20]
for a discussion for the loss of accuracy due to abrupt shift of stencils, which is the reason
for using a perturbation ǫ here).

4.3 Numerical Examples

Example 1. We test Alg. 2 by using the Burgers equation ut + (1
2
u2)x = 0, u(x, 0) =

1
4
+ 1

2
sin(πx). The errors are shown in Tables 1 and 2 at the time T = 0.1 when the solution
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∆x 1/10 1/20 1/40 1/80 1/160
L1 error 2.49E-5 1.60E-7 7.14e-9 2.92E-10 1.02E-11
order - 7.28 4.49 4.61 4.84

L∞ error 7.23E-5 8.65E-7 1.40e-08 5.95E-10 2.71E-11
order - 6.39 5.95 4.56 4.46

Table 2: Convergence test for the Burgers equation. 5th order case. Alg. 2 with partial
neighboring cells.
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Figure 1: Lax Problem. N = 200. 4th order case. Left: Alg. 2 with partial neighboring
cells. Right: Alg. 1 without using partial neighboring cells.

is still smooth. The time step sizes are chosen to be O
(
(∆x)4/3

)
and O

(
(∆x)5/3

)
for the

4th and 5th order cases respectively in order to match the spatial order of accuracy. The
convergence rates roughly match the expected orders of convergence.

Example 2. We compute the Euler equations with Lax’s initial data [12]. ut+f(u)x = 0
with u = (ρ, ρv, E)T , f(u) = (ρv, ρv2 + p, v(E + p))T , p = (γ − 1)(E − 1

2
ρv2) and γ = 1.4.

Initially, the density ρ, momentum ρv and total energy E are 0.445, 0.311 and 8.928 in
(0, 0.5); and are 0.5, 0 and 1.4275 in (0.5, 1). The computed results are shown at the time
T = 0.16 in Fig. 1 and 2 with ∆x = 1/200. The solid line reference solution is the analytic
solution to the Riemann problem. We observe that overshoots/undershoots are essentially
eliminated with Alg. 2 on partial neighboring cells.

Example 3. Shu-Osher problem [24]. It is the Euler equations with an initial data

(ρ, v, p) = (3.857143, 2.629369, 10.333333), for x < −4,
(ρ, v, p) = (1 + 0.2 sin(5x), 0, 1), for x ≥ −4.

The density profiles are plotted at the time T = 1.8, with ∆x = 1/40, see Fig. 3 and
4. The solid line is the numerical solution on a fine mesh (∆x = 1/200) computed by a
central scheme on overlapping cells [14]. We observe better resolution with Alg. 2 on partial
neighboring cells.
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Figure 2: Lax Problem. N = 200. 5th order case. Left: Alg. 2 with partial neighboring
cells. Right: Alg. 1 without using partial neighboring cells.
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