
A FIXED GRID, SHIFTED STENCIL SCHEME FOR

INVISCID FLUID-PARTICLE INTERACTION

JOHN D. TOWERS

Abstract. This paper presents a finite volume scheme for the scalar one-
dimensional fluid-particle interaction model proposed in [F. Lagoutière, N.
Seguin, T. Takahashi. A simple 1D model of inviscid fluid-solid interaction.
J. Differential Equations, 245: 3503–3544, 2008]. When devising a finite vol-
ume scheme for this model, one difficulty that arises is how to deal with the
moving source term in the PDE while maintaining a fixed grid. The fixed grid
requirement comes from the ultimate goal of accommodating two or more par-
ticles. The finite volume scheme that we propose addresses the moving source
term in a novel way. We use a modified computational stencil, with the lower
part of the stencil shifted during those time steps when the particle crosses
a mesh point. We then employ an altered convective flux to compensate the
stencil shifts. The resulting scheme uses a fixed grid, preserves total momen-
tum, and enforces several stability properties in the single-particle case. The
single-particle scheme is easily extended to multiple particles by a splitting
method.

Keywords. Solid-fluid interaction, Burgers equation, finite volume scheme,
singular source term, moving mesh scheme, well-balanced scheme, moving in-
terface, PDE-ODE coupling.

1. Introduction

This paper concerns a one-dimensional model of fluid-structure interaction pro-
posed in [10]:

(1.1)











ut + ∂x(u
2/2) = λ (h′(t)− u) δ(x− h(t)), (x, t) ∈ R× R+

mh′′(t) = λ (u(h(t), t)− h′(t)) , t ∈ R+

u(x, 0) = u0(x), (h(0), h′(0)) = (h0, v0).

Here δ(x) denotes the Dirac delta measure concentrated at x = 0. The function
u = u(x, t) models the velocity of the fluid, h(t) models the location of a particle
at time t, λ > 0 is a drag coefficient, and m > 0 is the mass of the particle.

The fluid velocity is governed by the inviscid Burgers equation, and the particle-
fluid coupling is due to friction, more specifically the drag term λ (u− h′) which
appears in both the PDE and the ODE in (1.1). Since there is no viscosity, the ve-
locity u(x, t) admits entropy weak solutions, meaning that shock waves occur. This
leads to complex interactions between the resulting shock wave and the particle.
The model is readily extended (at least formally) to accommodate multiple parti-
cles, and then there are interesting features of the solutions that include particles
drafting and passing by one another.
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The model (1.1) presents several conceptual and computational difficulties. First
is the singular source term on the right side of the PDE in (1.1). Because there
is generally a jump in the velocity u at the location of the particle x = h(t), the
source term is not a distribution. Next, the ODE governing the particle motion has
a discontinuous right hand side. Finally, and this is the focus of the present paper,
is the fact that the source term is moving. From a computational point of view, a
potential method of dealing with this is to use a moving grid, so that the particle is
always located at a grid cell boundary. However, it is not likely that this approach
extends readily to the case where there is more than one particle, especially when
the particle paths intersect. For this reason, a method that uses a fixed grid is
desirable.

The model (1.1) has been studied in detail in a series of papers [1, 5, 6, 7,
10]. In [10] Lagoutière, Seguin and Takahashi provide a definition of solutions for
(1.1) by studying two regularizations. They use a viscous regularization, which
results in entropy inequalities, and they mollify the delta function, which leads to
the proper interpretation of the nonconservative product. With these definitions
in hand they completely solve the Riemann problem for (1.1), and describe the
asymptotic behavior of solutions.

In [5], Andreianov, Lagoutière, Seguin and Takahashi propose a definition of
entropy solution for (1.1), address the well-posedness of the problem, and introduce
two finite volume methods for computing approximate solutions. One is a Glimm-
like scheme, and the other is a well-balanced scheme that uses nonrectangular
space-time cells near the interface. Both of the finite volume methods employ
random sampling for placing the particle at a mesh interface at each time step.
The nonconservative source term is handled by using a certain well-balanced scheme
that was analyzed in [7]. The proper coupling of the ODE to the PDE results by
enforcing a conservation of momentum principle. With these techniques they avoid
the use of a moving mesh, and also avoid the use of a Riemann solver for the
full model. A splitting technique is employed in order to accommodate multiple
particles.

In [7], Andreianov and Seguin study in detail the model

(1.2) ut +
(

u2/2
)

x
= −λuδ(x), u(x, 0) = u0(x).

This can be viewed as a simplification of the full model (1.1), where the particle
is stationary. Its analysis is an important step in understanding (1.1), due to
the presence of the nonconservative product on the right side. In order to prove
existence, and for the purpose of practical computation of solutions, the authors
construct a finite volume scheme, which is the one that we use as the starting point
for our new scheme for (1.1). In order to establish well-posedness, the authors use
the theory of conservation laws with discontinuous flux [4].

In [6], Andreianov, Lagoutière, Seguin and Takahashi prove well-posedness of the
model (1.1), assuming that the initial data is of bounded variation. A wave-front
tracking algorithm is used to generate approximate solutions, and among other
things, a BV estimate is established for the approximations.

In [1], Aguillon, Lagoutière and Seguin propose a class of finite volume schemes
for (1.1). The schemes are similar to those in [5], the important difference being
that a moving grid is used, in order to keep the particle located at a fixed cell
boundary. The authors are able to provide a proof of convergence to the unique
entropy solution of (1.1).
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Very recently, a generalized version of (1.1), where the fluid is governed by the
inviscid compressible Euler equations, has been studied by Aguillon [2, 3].

In this paper we follow [5], starting from the same well-balanced scheme for (1.2),
coupling the ODE to the PDE via conservation of momentum, and using a splitting
method to accommodate two or more particles. Our contribution is an alternative
method of handling the moving source term. We use a modified computational
stencil, with the lower part of the stencil shifted during those time steps when
the particle crosses a mesh point. We then employ an altered convective flux to
compensate the stencil shifts. The resulting scheme uses a fixed grid, preserves
the total momentum of the system, and for the single-particle model, it enforces a
bound on the total variation of the solution. By testing the new scheme against
Riemann problems (where the solutions are known from [10]), we find that our new
scheme produces approximations that seem to converge to the correct solutions as
the mesh size shrinks.

The remainder of this paper is organized as follows. In Section 2, we present our
scheme for the case of a single particle, and then prove several stability properties
of the scheme. In Section 3, we describe our splitting algorithm, which extends
the single-particle scheme to the case of two particles. In Section 4, we describe
a number of numerical experiments, the results of which indicate that our new
method produces approximate solutions that are consistent with the physically
relevant ones discussed in [1, 5, 6, 10]. Section 5 is a brief conclusion.

2. Single particle

We use a uniform spatial mesh size ∆x, and temporal step size ∆tn that can be
variable. Define

(2.1) xj = j∆x, , j ∈ Z, t0 = 0, tn+1 = tn +∆tn, n ≥ 0,

and let µn = ∆tn/∆x. We denote by Un
j the finite-difference approximation of

u(xj , t
n), and

(2.2) Un :=
(

. . . , Un
−2, U

n
−1, U

n
0 , U

n
1 , U

n
2 , . . .

)

, ‖Un‖∞ := sup
j∈Z

∣

∣Un
j

∣

∣ .

We will use the following finite difference notation:

(2.3) ∆+U
n
j = Un

j+1 − Un
j , ∆−U

n
j = Un

j − Un
j−1.

We discretize the initial data according to

(2.4) U0
j := u0(xj−).

To explain our scheme, we start with the case where the particle is stationary,
and located at the origin. The PDE in (1.1) then simplifies to

(2.5) ut + ∂x
(

u2/2
)

= −λuδ(x).

Let Zj := λH(xj), where H(x) denotes the Heaviside function:

(2.6) H(x) =

{

0, if x ≤ 0,

1, if x > 0.

As in [1] and [5], a key building block for our method is the well-balanced scheme
proposed in [5] and [7] for the stationary particle model (2.5). That scheme can be
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Figure 1. Left: the standard stencil, which is used if the particle
does not cross a grid point for t ∈ [tn, tn+1]. Center: stencil when
c > 0, and the particle crosses a grid point. Right: stencil when
c < 0 and the particle crosses a grid point.

written in the form

(2.7) Un+1
j = Un

j − µn
(

g(Un
j+1 +∆+Zj , U

n
j )− g(Un

j , U
n
j−1 −∆−Zj)

)

.

Here g(v, u) is a two-point monotone numerical flux (nonincreasing with respect to
v, nondecreasing with respect to u) consistent with the convective flux f(u) := u2/2.

The PDE (2.5) has steady state piecewise constant solutions of the form

(2.8) u(x) := uL − λH(x) where uL ∈ R,

and the well-balanced scheme (2.7) preserves discrete versions of (2.8).
Now consider the case of a particle initially located at x = 0, moving with

constant velocity c. This setup is simpler than the model (1.1), but it will suffice
for the purpose of explaining how we handle the moving source term. In this case
the PDE is

(2.9) ut + ∂x
(

u2/2
)

= −λ(u− c)δ(x− ct),

which has piecewise constant solutions of the form

(2.10) u(x, t) = uL − λH(x− ct).

Let Zn
j := λH(xj − ctn). A first attempt at modifying (2.7) to accommodate

the moving source term of (2.9) is to simply replace Zj everywhere in (2.7) by Zn
j .

Unfortunately, the resulting scheme does not preserve piecewise constant solutions
of the form (2.10).

Our new method results by seeking to remedy this defect in as simple a manner as
possible. If the particle crosses a grid point x = xj while t ∈ [tn, tn+1], we compute
Un+1 from the data (Un, Zn), as suggested in the previous paragraph, but with
the data (Un, Zn) shifted by the amount ∆x in the direction that the interface is
moving. This amounts to using a modified computational stencil, with the lower
part shifted as shown in Figure 1. The stencil shifts preserve the piecewise constant
nature of the initial data u0(x) = uL − λH(x). However, repeatedly shifting the
stencil has the cumulative effect of incorrectly translating the computed solution in
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the direction opposite to the interface motion, with average speed c. We compensate
for this spurious advection by replacing the convective flux u2/2 by u2/2− cu.

An alternative way to view our approach is as a moving mesh method, where
the mesh is only allowed to move in discrete increments of i∆x, i ∈ {−1, 0, 1}, so
that the mesh actually never changes. Since the particle has constant speed c, the
mesh is moving at an average (over many time steps) speed of c. Regarding our
modified convective flux, note that it is consistent with the fact that in a standard
moving mesh scheme for this problem (where the mesh moves by an amount c∆tn

at every step), one would also replace the flux u2/2 by u2/2− cu [1].
Although the descriptions above assume a constant velocity, it turns out that a

smoothly varying velocity c(t), as occurs in solutions of the original model (1.1),
can also be handled this way.

Let g(v, u, c) denote a two-point monotone flux consistent with f(u, c) := u2/2−
cu. In what follows, we will assume that the numerical flux g(v, u, c) is either the
Godunov numerical flux:

(2.11) g(v, u, c) =

{

minw∈[u,v] f(w, c), if u ≤ v,

maxw∈[v,u] f(w, c), if v ≤ u,

or Enguist-Osher flux:

(2.12) g(v, u, c) =
1

2
(f(u, c) + f(v, c))−

1

2

∫ v

u

|fu(w, c)| dw.

It is a standard fact about the Godunov and Engquist-Osher numerical fluxes that

(2.13) min(0, fu(v, c)) ≤ gv(v, u, c) ≤ 0 ≤ gu(v, u, c) ≤ max(0, fu(u, c)).

We use the following notation for the approximate particle position and its
derivatives:

(2.14) hn ≈ h(tn), cn ≈ h′(tn), an ≈ h′′(tn).

Algorithm for the single-particle model (1.1): Start with

(2.15) U0
j := u0(xj−), h0 = h0, c0 = v0, Z0

j = λH(xj − h0).

Update the the particle location and Zn
j :

(2.16) hn+1 = hn + cn∆tn, Zn+1
j = λH(xj − hn+1).

Compute the shift index:

(2.17) i = i(n) :=











0, if Zn+1
j = Zn

j for all j ∈ Z,

−1, if Zn+1
j 6= Zn

j for some j and cn > 0,

1, if Zn+1
j 6= Zn

j for some j and cn < 0.

Then update Un
j using the following marching formula:

(2.18)
Un+1
j = Un

j+i−µn
(

g(Un
j+i+1 +∆+Z

n
j+i, U

n
j+i, c

n)− g(Un
j+i, U

n
j+i−1 −∆−Z

n
j+i, c

n)
)

.

Let J = J(n) ∈ Z denote the unique index such that ∆+Z
n
J 6= 0. Update the

acceleration and velocity via

an+1 =
1

m

(

g(Un
J+1 +∆+Z

n
J , U

n
J , c

n)− g(Un
J+1, U

n
J −∆+Z

n
J , c

n)
)

,

cn+1 = cn + an+1∆tn,
(2.19)

which completes a single iteration of the algorithm.
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The following CFL condition will keep the approximate solution well behaved:

(2.20) µn (‖Un‖∞ + λ+ |cn|) ≤ 1, n ≥ 0.

We will show that if µn is selected in terms of the initial data so that

(2.21) µn
(
∥

∥U0
∥

∥

∞
+ λ+max

(
∥

∥U0
∥

∥

∞
+ λ,

∣

∣c0
∣

∣

))

≤ 1,

then (2.20) holds for n ≥ 0.
The first consequence of the CFL condition (2.20) is that the particle cannot

move by more than ∆x in the time interval [tn, tn+1]. This restriction, along with
(2.17), implies that

(2.22) Zn+1
j = Zn

j+i, ∀j ∈ Z, n ≥ 0.

An observation contained in [10] is that for solutions (u, h) of (1.1), we should
have conservation of total momentum M, where

(2.23) M(t) =

∫

R

u(x, t) dx+mh′(t).

The discrete version of the total momentum is:

(2.24) Mn = ∆x
∑

j∈Z

Un
j +mcn.

The formula (2.19) for the acceleration is designed so that the discrete total mo-
mentum will be conserved, meaning that we are coupling the ODE to the PDE via
conservation of momentum, as in [1] and [5].

Proposition 2.1. Assume that ∆x
∑

j∈Z

∣

∣Un
j

∣

∣ < ∞ for n ≥ 0. Then the single-

particle scheme preserves the discrete total momentum: Mn+1 = Mn for n ≥ 0.

Proof. Multiplying (2.18) by ∆x, summing over j ∈ Z, and using (2.19), we get

(2.25)

∆x
∑

j∈Z

Un+1
j = ∆x

∑

j∈Z

Un
j −∆xµn

(

g(Un
J+1 +∆+Z

n
J , U

n
J , c

n)

− g(Un
J+1, U

n
J −∆+Z

n
J , c

n)
)

= ∆x
∑

j∈Z

Un
j −∆tn man+1

= ∆x
∑

j∈Z

Un
j −∆tn m

(

cn+1 − cn

∆tn

)

,

from which the assertion is now immediate. �

Lemma 2.1. Assume that the CFL condition (2.20) holds. In terms of the variable

Wn
j := Un

j + Zn
j , the marching formula (2.18) can be written in the following

incremental form:

(2.26) Wn+1
j = Wn

j+i + Cn
j+i+1/2∆+W

n
j+i −Dn

j+i−1/2∆−W
n
j+i,

where

(2.27)























Cn
j+1/2 = −µn

(

g(Un
j+1 +∆+Z

n
j , U

n
j , c

n)− f(Un
j , c

n)

∆+(Un
j + Zn

j )

)

,

Dn
j−1/2 = µn

(

f(Un
j , c

n)− g(Un
j , U

n
j−1 −∆−Z

n
j , c

n)

∆−(Un
j + Zn

j )

)

.
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The incremental coefficients satisfy

(2.28) 0 ≤ Cn
j+1/2, 0 ≤ Dn

j+1/2, Cn
j+1/2 +Dn

j+1/2 ≤ 1.

Proof. By a straightforward algebraic manipulation, one gets

(2.29) Un+1
j = Un

j+i + Cn
j+i+1/2∆+W

n
j+i −Dn

j+i−1/2∆−W
n
j+i,

with Cn
j+1/2, D

n
j+1/2 defined by (2.27). Recall that Zn+1

j = Zn
j+i, which is guaran-

teed by the CFL condition (2.20). The first part of the proof is then completed by
adding Zn+1

j to the left side of (2.29) and Zn
j+i to the right side.

For the first two inequalities of (2.28), it follows directly from the monotonicity
of the numerical flux g(v, u, c) that Cn

j+1/2, D
n
j+1/2 ≥ 0. For the third inequality in

(2.28), let us drop the superscript n. Starting from (2.27),

Cj+1/2 =
−µ

∆+(Uj + Zj)

∫ 1

0

d

dθ
g (Uj + θ∆+(Uj + Zj), Uj , c) dθ

= −µ

∫ 1

0

gv (Uj + θ∆+(Uj + Zj), Uj , c) dθ

≤ −µ

∫ 1

0

min (0, fu(Uj + θ∆+(Uj + Zj), c)) dθ

= −µ

∫ 1

0

min (0, Uj + θ∆+Uj + θ∆+Zj − c) dθ

≤ −µ

∫ 1

0

min (0, Uj + θ∆+Uj − c) dθ.

(2.30)

Here we have used (2.13), along with the fact that ∆+Zj ≥ 0. By a similar
calculation we find that

Dj+1/2 ≤ µ

∫ 1

0

max (0, Uj + θ∆+Uj − (1− θ)∆+Zj − c) dθ

≤ µ

∫ 1

0

max (0, Uj + θ∆+Uj − c) dθ.

(2.31)

Adding (2.30) and (2.31), we get

Cj+1/2 +Dj+1/2 ≤ µ

∫ 1

0

|Uj + θ∆+Uj − c| dθ

≤ µ (max (|Uj | , |Uj+1|) + |c|) .

(2.32)

Finally, invoking the CFL condition (2.20), we have Cj+1/2 +Dj+1/2 ≤ 1. �

Proposition 2.2. Assume that

(2.33) λ∆tn/m ≤ 1,

and let J = J(n) ∈ Z denote the unique index such that ∆+Z
n
J 6= 0. Then

(2.34) (λ/m)min(0, Un
J+1 − cn) ≤ an+1 ≤ (λ/m)max(0, Un

J − cn),

(2.35) min
(

cn, Un
J+1

)

≤ cn+1 ≤ max (cn, Un
J ) .
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Proof. Starting from the formula for an+1 in (2.19),

an+1 = (1/m)
(

g(Un
J+1 + λ, Un

J , c
n)− g(Un

J+1, U
n
J − λ, cn)

)

= (1/m)

∫ 1

0

d

dθ
g(Un

J+1 + θλ, Un
J − (1 − θ)λ, cn) dθ

= (λ/m)

∫ 1

0

gv(U
n
J+1 + θλ, Un

J − (1− θ)λ, cn) dθ

+ (λ/m)

∫ 1

0

gu(U
n
J+1 + θλ, Un

J − (1− θ)λ, cn) dθ.

(2.36)

With the observation that fu(u, c) = u− c, and recalling (2.13), it follows that

(λ/m)

∫ 1

0

min(0, Un
J+1 + θλ− cn)dθ ≤ an+1

≤ (λ/m)

∫ 1

0

max(0, Un
J − (1− θ)λ − cn)dθ.

(2.37)

Using the fact that for θ ∈ [0, 1],

min(0, Un
J+1 − cn) ≤ min(0, Un

J+1 + θλ− cn),

max(0, Un
J − (1 − θ)λ− cn) ≤ max(0, Un

J − cn),
(2.38)

we see from (2.37) that (2.34) holds.
We now turn to the proof of (2.35). Consider two cases: cn ≤ Un

J and cn ≥ Un
J .

First, suppose that cn ≤ Un
J . Then from (2.34), an ≤ (λ/m)(Un

J − cn). From the
velocity update formula (2.19), we then get

cn+1 ≤ cn +∆tn(λ/m))(Un
J − cn)

= (1− (λ∆tn/m))cn + (λ∆tn/m)Un
J .

(2.39)

Due to the condition (2.33), we see that cn+1 ≤ max (Un
J , c

n). Now suppose that
cn ≥ Un

J . Then (2.34) implies that an+1 ≤ 0, and (2.19) yields cn+1 ≤ cn. In either
case cn+1 ≤ max (Un

J , c
n), and the proof of the inequality on the right in (2.35) is

complete. The proof of the other half of the inequality (2.35) is similar and we omit
it.

�

Proposition 2.3. Suppose that the CFL condition (2.20) holds at each time level.

Then

(2.40) ‖Un‖∞ ≤
∥

∥U0
∥

∥

∞
+ λ, n ≥ 0,

and if the time step restriction (2.33) also holds, then

(2.41) |cn| ≤ max
(
∥

∥U0
∥

∥

∞
+ λ,

∣

∣c0
∣

∣

)

,

(2.42)

∣

∣

∣

∣

cn+1 − cn

∆tn

∣

∣

∣

∣

≤
λ

m

(∥

∥U0
∥

∥

∞
+ λ+max

(∥

∥U0
∥

∥

∞
+ λ,

∣

∣c0
∣

∣

))

.

In terms of the initial data, if the CFL condition (2.21) holds, along with (2.33),
then (2.20) is satisfied, again ensuring the bounds (2.40), (2.41), and (2.42).
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Proof. Fix a time level n ≥ 0, and consider the time advance operator Gn(V )
defined by (2.18):

Gn(V )j = Gn
j (Vj+i+1, Vj+i, Vj+i−1)

= Vj+i − µn
(

g(Vj+i+1 +∆+Z
n
j+i, Vj+i, c

n)− g(Vj+i, Vj+i−1 −∆−Z
n
j+i, c

n)
)

.

(2.43)

It is clear from (2.43), along with the monotonicity of the numerical flux, that Gn
j

is a nondecreasing function of V n
j+i±1. Also, from (2.43) and (2.13), we get

∂Gn
j /∂Vj+i ≥ 1− µn max(0, fu(Vj+i, c

n)) + µn min(0, fu(Vj+i, c
n)

= 1− µn |fu(Vj+i, c
n)| = 1− µn |Vj+i − cn|

≥ 1− µn (|Vj+i|+ |cn|) .

(2.44)

Thus, the operator Gn will be order preserving, i.e.,

(2.45) Vj ≤ V̂j , ∀j ∈ Z =⇒ Gn(V )j ≤ Gn(V̂ )j , ∀j ∈ Z,

when applied to V and V̂ if

(2.46) µn (‖Y ‖∞ + |cn|) ≤ 1

holds for Y = V , Y = V̂ .
Let

(2.47) U∗ = inf
j∈Z

U0
j , U∗ = sup

j∈Z

U0
j ,

and define

(2.48) Pn
j = U∗ − Zn

j , Qn
j = U∗ + λ− Zn

j .

Since

(2.49) Pn
j + Zn

j = constant, Qn
j + Zn

j = constant,

it follows from Lemma 2.1, along with (2.22), that

(2.50) Pn+1 = Gn(Pn), Qn+1 = Gn(Qn).

Also, it follows from (2.48) that

(2.51) ‖Pn‖∞ ≤
∥

∥U0
∥

∥

∞
+ λ, ‖Qn‖∞ ≤

∥

∥U0
∥

∥

∞
+ λ, n ≥ 0.

We focus for the moment on time level n = 0. From (2.48), we have the ordering

(2.52) P 0
j ≤ U0

j ≤ Q0
j , ∀j ∈ Z.

This ordering will be preserved by the operator G0 if U0, P 0, Q0 all satisfy the
condition (2.46), which in turn will be the case if

(2.53) µn
(∥

∥U0
∥

∥

∞
+ λ+

∣

∣c0
∣

∣

)

≤ 1,

which is just the CFL condition (2.20) at n = 0. Thus the ordering (2.52) is
preserved at time level n = 1:

(2.54) P 1
j ≤ U1

j ≤ Q1
j , ∀j ∈ Z.

Referring to (2.51), this ordering implies that

(2.55)
∥

∥U1
∥

∥

∞
≤
∥

∥U0
∥

∥

∞
+ λ,

i.e., the bound (2.40) stated in the proposition holds at time level n = 1.
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Now note that as a result of (2.51) and (2.55), U1, P 1, Q1 all satisfy the condition
(2.46), and so with the ordering (2.54), we may repeat this argument, this time
applying G1. By continuing this way, the proof of (2.40) can be completed by
induction.

For the proof of (2.41), note that as a result of Proposition 2.2, along with (2.40),
we have

(2.56)
∣

∣cn+1
∣

∣ ≤ max
(

|cn| ,
∥

∥U0
∥

∥

∞
+ λ
)

,

which yields (2.41) by induction.
To prove (2.42), we use (2.34) to give

(2.57)
∣

∣an+1
∣

∣ ≤ (λ/m) (‖Un‖∞ + |cn|) .

With the help of the bounds (2.40) and (2.41), along with the observation that
an+1 = (cn+1 − cn)/∆tn, we have (2.42).

Finally, to prove the last assertion of the proposition, we simply plug the bounds
(2.40) and (2.41) into the CFL condition (2.20).

�

Remark 2.1. From the last part of the proposition, it is clear that we may choose
a constant µn := µ once and for all based on the initial data. We leave open the
possibility of variable time steps because there are situations where significantly
larger time steps are possible later in the calculation than at the beginning.

Remark 2.2. The discrete L∞ bound (2.40) is a discrete version of the L∞ bound
for the solution of the continuous problem (1.1) given by Theorem 11 of [6].

Proposition 2.4. Suppose µn is chosen so that the CFL condition (2.20) holds,

and also that the time step restriction (2.33) is satisfied. Then the scheme is TVD

[11] with respect to Wn = Un + Zn:

(2.58)
∑

j∈Z

∣

∣∆+W
n+1
j

∣

∣ ≤
∑

j∈Z

∣

∣∆+W
n
j

∣

∣ , n ≥ 0,

and we have the following total variation bound for Un:

(2.59)
∑

j∈Z

∣

∣∆+U
n
j

∣

∣ ≤
∑

j∈Z

∣

∣∆+U
0
j

∣

∣+ 2λ, n ≥ 0.

Proof. By invoking standard results of Harten and LeRoux [8, 11, 12], the TVD
property (2.58) is a direct result of the incremental form (2.26), along with (2.28).

For the proof of (2.59), we have from (2.58) that

(2.60)
∑

j∈Z

∣

∣∆+U
n
j +∆+Z

n
j

∣

∣ ≤
∑

j∈Z

∣

∣∆+U
0
j +∆+Z

0
j

∣

∣ .

The proof is completed by applying the triangle inequality, the reverse triangle
inequality, and the fact that

∑

j∈Z

∣

∣∆+Z
n
j

∣

∣ = λ. �

Remark 2.3. The total variation bound (2.59) was proven in [1] for the moving
mesh scheme of that paper, and in fact our method of proof is similar to that one.
A total variation bound was proven in [6] using a wave-front tracking algorithm.
The authors of [7] proved a local variation bound which, when combined with
Cantor’s diagonal argument, can be used instead of a total variation bound to
prove compactness.
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Let χn(t) denote the characteristic function for [tn, tn+1), and let χj(x) denote
the characteristic function for (xj −∆x/2, xj +∆x/2]. Define

(2.61) u∆(x, t) =
∑

n≥0

∑

j∈Z

χn(t)χj(x)U
n
j , h∆(t) =

∑

n≥0

χn(t) (hn + (t− tn)cn) .

The stability results provided in Propositions 2.3 and 2.4 are sufficient for a com-
pactness result. The following is essentially Proposition 2.4 of [1], to which we refer
the reader for the proof.

Proposition 2.5. Let µn = µ = constant. Suppose µ is chosen so that the CFL

condition (2.20) holds, and also that the time step restriction (2.33) is satisfied.

Assume that u0 ∈ BV(R) ∩ L1(R). Then, modulo extraction of a subsequence, we

have the following limits as (∆x,∆t) → (0, 0) with ∆t/∆x = µ:

(2.62) u∆ → u in L1
loc

(R ×R+), h∆ → h in W 1,∞
loc

for some u ∈ BV(R) ∩ L1(R), and h ∈ W 2,∞
loc

.

Remark 2.4. There remains the more difficult question of whether the limits u
and h of the proposition above are the physically correct ones defined in [1, 5, 6, 10].
We do not address that aspect of the problem in this paper, other than to remark
that our numerical experiments seem to indicate that this is the case.

3. Two particles

In this section we address the two-particle model of [5], and describe our splitting
scheme for computing approximate solutions. It will become clear that the splitting
scheme can be extended to any finite number of particles.

When two particles are present, the collisionless model (meaning that particles
can pass through each other), is
(3.1)






















ut + ∂x(u
2/2) = λ (h′

1(t)− u) δ(x− h1(t))

+ λ (h′
2(t)− u) δ(x − h2(t)), (x, t) ∈ R× R+

mh1
′′(t) = λ (u(h1(t), t)− h′

1(t)) , mh2
′′(t) = λ (u(h2(t), t)− h′

2(t)) , t ∈ R+

u(x, 0) = u0(x), (h1(0), h
′
1(0)) = (h1,0, v1,0), (h2(0), h

′
2(0)) = (h2,0, v2,0).

To accommodate two particles, we use a splitting method, as in [5]. Since a
number of splitting techniques are potential candidates [9], we describe the one
that we use in some detail. We will make use of the following equivalent version of
the single-particle marching formula (2.18):

(3.2)











Un+1
j = Un

j+i − µn
(

g(Un
j+i+1, U

n
j+i, c

n)− g(Un
j+i, U

n
j+i−1, c

n)
)

− µnσn
j ,

σn
j =

(

g(Un
j+i+1 +∆+Z

n
j+i, U

n
j+i, c

n)− g(Un
j+i+1, U

n
j+i, c

n)
)

−
(

g(Un
j+i, U

n
j+i−1 −∆−Z

n
j+i, c

n)− g(Un
j+i, U

n
j+i−1, c

n)
)

,

and the index k ∈ {1, 2} will indicate the particle number.
Algorithm for the two-particle model (3.1): Start with

(3.3) U0
j := u0(xj−), hk,0 = hk,0, ck,0 = vk,0, Zk,0

j = λH(xj − hk,0).

Update the the particle locations and Zk,n
j :

(3.4) hk,n+1 = hk,n + ck,n∆tn, Zk,n+1
j = λH(xj − hk,n+1).
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Compute the shift indices:

(3.5) ik = ik(n) :=











0, if Zk,n+1
j = Zk,n

j for all j ∈ Z,

−1, if Zk,n+1
j 6= Zk,n

j for some j and ck,n > 0,

1, if Zk,n+1
j 6= Zk,n

j for some j and ck,n < 0.

Then compute Uk,n
j and the source terms:

(3.6)






















Uk,n+1
j = Un

j+ik − µn
(

g(Un
j+ik+1, U

n
j+ik , c

k,n)− g(Un
j+ik , U

n
j+ik−1, c

k,n)
)

,

σk,n
j =

(

g(Un
j+ik+1 +∆+Z

k,n
j+ik

, Un
j+ik , c

k,n)− g(Un
j+ik+1, U

n
j+ik , c

k,n)
)

−
(

g(Un
j+ik , U

n
j+ik−1 −∆−Z

k,n
j+ik

, ck,n)− g(Un
j+ik , U

n
j+ik−1, c

k,n)
)

,

and update the fluid velocity:

(3.7) Un+1
j =

1

2

(

U1,n+1
j + U2,n+1

j

)

− µn
(

σ1,n
j + σ2,n

j

)

.

Compute the acceleration and velocity of each particle:

ak,n+1 =
1

mk

∑

j∈Z

σk,n
j ,

ck,n+1 = ck,n + ak,n+1∆tn.

(3.8)

This completes a single iteration of the algorithm.
The two-particle version of the discrete momentum (2.24) is

(3.9) Mn = ∆x
∑

j∈Z

Un
j +m1c

1,n +m2c
2,n.

Proposition 3.1. Assume that ∆x
∑

j∈Z

∣

∣Un
j

∣

∣ < ∞ for n ≥ 0. Then the two-

particle scheme preserves the total momentum.

Proof. Starting from (3.7), we sum over j ∈ Z, and substitute (3.6). This yields

∆x
∑

j∈Z

Un+1
j = ∆x

∑

j∈Z

Un
j −∆x

∑

j∈Z

(

µnσ1,n
j + µnσ2,n

j

)

= ∆x
∑

j∈Z

Un
j −∆tn

∑

j∈Z

(

m1a
1,n+1 +m2a

2,n+1
)

.
(3.10)

After substituting

(3.11) ak,n+1 =
(

ck,n+1 − ck,n
)

/∆tn, k = 1, 2,

the proof is completed in a manner similar to the proof of Proposition 2.1. �

4. Numerical examples

For the numerical flux, we use the Godunov numerical flux for g(v, u, c) in all
examples. We use a uniform time step ∆tn = ∆t, µn = µ.

Example 4.1. This is a Riemann problem, with

(4.1) (uL, uR) = (.5,−.5), (h(0), h′(0)) = (0, .25), λ = .75, m = 1.

It is an example of Case V of Lemma 5.7 in [10]. The exact solution for the fluid
velocity is piecewise constant: u(x, t) = u0(x − h(t)). The approximate solution
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Figure 2. Example 4.1. Left plot: particle location. Right plot:
error in particle location for ∆x = .04, .02, .01, µ = .5,

−0.2 0 0.2 0.4 0.6
−0.2

−0.1

0

0.1

0.2

0.3

0.4

x

u

0 0.2 0.4 0.6 0.8 1
0

1

2

3

4

5

6
x 10

−4

time

pa
rt

ic
le

 p
os

iti
on

 e
rr

or

Figure 3. Example 4.2. Left plot: Computed and exact fluid
velocity (dashed line) at t = 1.0 using ∆x = .02, .01, .005, and
µ = .5. Right plot: Error in particle location for the three mesh
sizes.

is also piecewise constant. In fact, the scheme captures the fluid velocity solution
exactly, except for an x-translation. The particle location is accurate to within less
than one mesh width. See Figure 2.

Example 4.2. This is a Riemann problem with

(4.2) (uL, uR) = (.15,−.15), (h(0), h′(0)) = (0, .65), λ = .5, m = 2.

It is an example of Case III of Lemma 5.7 in [10]. See Figure 3.

Example 4.3. This problem is the one in Figure 5 of [5]. We include this example
for comparison. It is a Riemann problem with

(4.3) (uL, uR) = (0,−2), (h(0), h′(0)) = (0.5, 15), λ = 10, m = 0.1.

We used ∆x = .001, ∆t = 0.000025, µ = .025. See Figure 4.
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Figure 4. Example 4.3. Solid lines: fluid velocity at times 0,
0.5 × 10−2, 1.5 × 10−2, 4 × 10−2, 7 × 10−2, 0.2, 0.4, 0.75, 1.2.
Dot-dashed line: particle trajectory. (cf. Figure 5 of [5].)
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Figure 5. Example 4.4. Particle locations. The lower plot is
a blowup of a small part of the upper plot. (cf. bottom plot of
Figure 8 of [5].)

Example 4.4. There are two particles in this problem. The setup is the same as
the example in Figure 8 of [5]. The data for this problem is

(h1(0), h
′
1(0)) = (0.2, 1), (h2(0), h

′
2(0)) = (0.3, 1),

m1 = 2.5× 10−2, m2 = 2× 10−2, u0(x) = 0, λ = 1.
(4.4)

We used ∆x = .001, ∆t = 0.0005, µ = .5. See Figure 5.

Example 4.5. This example also has two particles. This time the particles are
initially heading toward each other. The point is to see if the splitting scheme still
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Figure 6. Example 4.5. Fluid velocity. Two particles initially
headed toward each other.
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Figure 7. Example 4.5. Particle locations. Two particles ini-
tially headed toward each other.

gives reasonable results when the stencil shifts associated with the two particles are
in opposite directions. The data is

(h1(0), h
′
1(0)) = (.1,−1), (h2(0), h

′
2(0)) = (−.1, 2)

m1 = .04, m2 = .02, u0(x) = 0, λ = 1.
(4.5)

We used ∆x = .002, ∆t = 0.0005, µ = .25. See Figures 6 and 7.

5. Conclusion

We have presented a simple finite volume scheme for the fluid-particle model
(1.1). It is similar to those presented in [1] and [5], the main difference being our
method of handling the moving source term. We have shown that our single-particle
scheme enforces several stability properties, and that both the single-particle scheme
and the two-particle scheme preserve the total momentum.
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We have not proven that our scheme converges to the unique entropy solution,
but numerical experiments, a few of which are presented in Section 4, seem to
indicate that this is the case. Although the scheme is only first order accurate, it
captures interesting features of the particle motion, see Figures 5 and 7. Also, our
numerical experiments indicate that the shock located at the particle position is
resolved sharply, with no smearing. There is some smearing of other features away
from the particle, as one would expect from a monotone scheme [11]. A future
area of investigation could be to improve the accuracy away from the particle by
incorporating standard high resolution methods for conservation laws.

Finally, although we have not established any stability results for our two-particle
scheme, numerical experiments indicate that it is robust, and based on Example 4.4,
it gives results very similar to the two-particle scheme in [5].
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