
Comparing algorithms on N datasets. A non-parametric 

approach 

 

Algorithms may perform totally different on different datasets. 

Therefore traditional analysis, assuming the same expected value and 

the error distribution for observations to be normal, is not adequate.  

Using non-parametric statistics, the assumptions are less strict, and 

since the analysis often is based on ranks deviations from the 

assumptions are not that crucial.  

 

Comparing two algorithms on N datasets 

Let 1

ie  and 2

ie be the errors with algorithm 1 and 2 respectively 

on data set i, 1 2i , , ,N . Using K-fold crossvalidation these 

may be averages or medians.  
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Sign test (Assume continuous symmetric distribution) 

Signs: + + - - + - + +  
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do not reject.  

Wilcoxon signed rank test 

1

ie - 2
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1 2
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Order 1 2 2 2 3 4 5 7 
Rank 1 3 3 3 5 6 7 8 
Sign - - - + + + + + 

 

7W  . With 0 05.  , the critical value is 8 (Table A17, 

WMMY)  reject. 

 

 

 



Comparing more than two algorithms on N Datasets 

 

N datasets and k algorithms gives us the datamatrix: 
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 where  1ijr , j , ,k  

are the ranks according to algebraic size on data set i. They are 

numbers from 1 to k , possibly adjusted for ties.  The average 

rank for for each i is : 
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Compute  1. jr , j , ,k . 

Fiedman test (a nonparametric version of the randomized 

complete block design analysis). 



Use the test statistic
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If Q rejects we can use Nemenyi’s test to compare two and two 

algorithms. 

The critical distance is given by 
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where k ,df , ,q   is the Studentized range statistics. 

 

 

 

 



Studentized Range q Table 
The following tables provide the critical value for q(k, df, α) for α = .10, .05, .025, 01, .005 
and .001. See Unplanned Comparisons for ANOVA for more details. 
Alpha = 0.10 

 

http://www.real-statistics.com/one-way-analysis-of-variance-anova/unplanned-comparisons/
https://i0.wp.com/www.real-statistics.com/wp-content/uploads/2018/07/studentized-q-.10-a.png
https://i1.wp.com/www.real-statistics.com/wp-content/uploads/2018/07/studentized-q-.10-b.png


 
Alpha = 0.05 
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Alpha = 0.025 
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Alpha = 0.01 
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Alpha = 0.005 
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Alpha = 0.001 
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