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notes in class

with some additions after class
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Plan

Continue with the decision theoretic framework from L1, but now
for classification. Bias-variance trade-off.▶ Classification - should not be new (ESL Ch 4.1-4.5, except

4.4.4)▶ Statistical decision theoretic framework for classification (ESL
2.4)▶ and the bias-variance trade-off (ESL 2.9 and 7.2-7.3)

























































































































































Decision theoretic framework now classification

E It
G e g 1,2 K or K 2 give g lo i

GCI our functionof interest to predict G
What is the optimal choice

L G GCI loss function assign numerical value
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Find GCI to minimize
Epterediction

exacted error
PGG p Glx pay
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and if o d loss is used and let g be the true class

EI Liga GA PCG gu I E x

O PCG g I x

Ig
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is called the Bayer classifier














































































Can we calculate such a classifier

Yes If we know PCG.gl x ferallgandx
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Group discussion
1) What do we know about classification? (TMA4268 and

TMA4315 mainly, or ESL ch 4.1-4.5, except 4.4.4)▶ What is the difference between discrimination and
classification?▶ What are the sampling vs diagnostic paradigm? Give an
example of one method of each type.▶ Give an example of one parametric and one non-parametric
classification method.

2) Logistic regression is by many seen as the “most important
method in machine learning”. What do we remember about
logistic regression? (Will be a very important method in Part
2.)

3) What “changes” need to be done to 2) when we have 𝐾 > 2
classes?

























































































































































1 a discrimination focus on understandinghoc groups
can be separated

classification predict class memberships

by sampling model peg and pals LDA QDA

diagnostic model plgix INN SUMlogisticregression

c parametric logisticregression LDA

non parametric K NN trees randonfereds
9
can be water with females

but will soon be large
expressions














































































2 LOGISTIC REGRESSION GLM binaryresponse and
lost linn

1 Yin bin 1 ti also possible to use hi ti if we
consider covenatepatterns and we need

that for e.g deviance statistics2 2 potBexritPzxact tppxpi
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REMARK as afunctionofp add connection tie me B
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C Ending to usingNewtonRaphson MG Uspast Hp pp'D o
T ath I

solve Ugs O pt pt

pet pot 41ps nUG's

EEEEIEEII.me
d Asymptotic properties

Be Npn p I p
T
suits ly replacewithB oh
TMA429T

B For part2 on GLrtlanolridge we need a bit more on the

estimation process
















































































MEHE will have officehours in 1236 before class

Mondays 9 10

Fridays 9 10

and can also be contacted by email to book session

and this maychangeduring the semester if needed

We have lectures Monday 10-12 and Friday 10-12. 



Is that enough? What if you have questions? Google and fellow 
students to answer? Or would you like to have


digital mattelab - to ask questions and everyone helps to •
answer?

office hours to ask about theory/exercises/etc or
•
booked S21 or 656 to work together and ask questions?•














































































MODELASSESSMENT AND SELECTION ESL 71 76,710 7.12
142 3 4

ICI estimated from

y
training data

ASSESSMENT SELECTION DATA
evaluate theperformance select the best Rid
of a selectedmodel model situation

I
use validation datause test data and lossfunction and loss function

What if weonly have training data
Can we perform model selection

and assessment
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Plan
1) Look at EPE(𝑥0) (now called Err(𝑥0) after we have estimated𝑓) and how model complexity can be broken down into

irreducible error, squared bias and variance (should be known
from before)

2) Study EPE (Err) unconditional and conditional on the training
set

3) Study optimism of the training error rate, and how in-sample
error may shed light on methods for model selection (like AIC,
Mallows Cp)

4) Cross-validation and .632 bootstrap estimates of EPE
5) How will we build on this in Parts 2-4?
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BIAS VARIANCE TRADE OFF

Additive
regression f E e ECE O

Varcal g
AND use

model quadratic loss

I
Have estimated II fromtraining data T

EPE isknow on called Err and

Err f E Y FED Ex Eric
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Group activity▶ Remind yourself on how this derivation was done and the
meaning of each term.▶ What is the role of 𝑥0 here? How can you get rid of 𝑥0?












































































irreducible truth fix
error

variance
at prediction

bias at
prediction

Err Xo Ge Var Ix Bias fix
Efx fixo














































































Err but now conditional on training set
now general 2

T training set

Erry E LEY ICED IT

Err E Erra estivate f

TENLeg In
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Group discussion
Look at Figure 7.1 (with figure caption) on page 220 in the ESL
book. The text reads that “100 simulated training sets of size 50”
and that “lasso produced sequence of fits” (this means that we
have different model complexities on the x-axis).
Explain what you see - in particular what are the red and blue lines
and the bold lines. What can you conclude from the figure?▶ Red lines=▶ Bold red line=▶ Blue lines=▶ Bold blue line=












































































Ere estivate maybejust one tsh set
Err E Era estimate
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100 simulated training sets of size 50, lasso produced sequence 
of fits. What do you see? What are the red and blue lines? 
Conclusions?
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Loss function and training error for classification▶ 𝑋 ∈ ℜ𝑝▶ 𝐺 ∈ 𝐺 = {1, … , 𝐾}▶ ̂𝐺(𝑋) ∈ 𝐺 = {1, … , 𝐾}
0-1 loss with ̂𝐺(𝑋) = argmax𝑘 ̂𝑝𝑘(𝑋)𝐿(𝐺, ̂𝐺(𝑋)) = 𝐼(𝐺 ≠ ̂𝐺(𝑋))−2-loglikelihood loss (why −2?):𝐿(𝐺, ̂𝑝(𝑋)) = −2log ̂𝑝𝐺(𝑋)












































































Readfaryorself I



.
.
.

.

.
.
.

.

Test error (only replace ̂𝑓 with ̂𝐺):

Err𝑇 = E[𝐿(𝑌 , ̂𝐺(𝑋)) ∣ 𝑇 ]
Err = E[E[𝐿(𝑌 , ̂𝐺(𝑋)) ∣ 𝑇 ]] = E[Err𝑇 ]

Training error (for 0-1 loss)

err = 1𝑁 𝑁∑𝑖=1 𝐼(𝑔𝑖 ≠ ̂𝑔(𝑥𝑖))
Training error (for −2loglikelihood loss)

err = − 2𝑁 𝑁∑𝑖=1 log ̂𝑝𝑔𝑖(𝑥𝑖)
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Exercises

What are the most important results from the “Statistical
decision theoretic framework”?▶ What are results to remember for regression and for

classification?▶ How would you use these results?
Look into the derivation for the bias and variance
decomposition▶ for 𝑘NN in Equation 7.10 and▶ OLS in Equation 7.11 on pages 222-223 of ESL.

Bayes classier, Bayes decision boundary and Bayes error rate
Solve TMA4268 exam problem 9 in 2019 at
https://www.math.ntnu.no/emner/TMA4268/Exam/V2019e.pdf












































































REMEMBER TO DO This

https://www.math.ntnu.no/emner/TMA4268/Exam/V2019e.pdf
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Key results from logistic regression
a) What are the three components of a generalized linear
model?

b) What are these three for a logistic regression?

c) Parameter estimation
How are regression parameters estimated for the GLM, and for
logistic regression in particular?
Does it matter if you use the observed or expected information
matrix for logistic regression?

d) Asymptotic distribution
What is the asymptotic distribution of the estimator for the
regression parameter ̂𝛽? How can that be used to construct
confidence intervals or perform hypothesis tests?

e) Deviance
How is the deviance defined in general, and how is this done for
the logistic regression?














































































 

Next week (week 2) : we finish ESL chapter 7, and if time continue 
to missing data (or that is week 3)


