Lgsningsforslag (ST1101/ST6101 var 2014)

1. A coin is tossed two times. Consider the following events A =
{the head in the first toss}, B = {the head in the second toss}, C' =
{one head and one tail}.

a) Are A, B, C pairwise independent? Are A, B, C independent?
Explain you answers.

Solution. Possible outcomes: hh, ht, th, tt. Then

A= {hh,ht}, P(A) = ;

B — {hh,th}, P(B) — ;

C = {ut, th}, P(C) = ;
AN B = {hh}, P(ANB) = i — P(A)P(B)
ANC = {ut}, P(ANC) = i — P(A)P(C)
BNC = {th}, P(BNC) = i — P(B)P(C)

Events are pairwise independent.

ANBNC =0, PLANBNC) =0+ P(A)P(B)P(C).

Evets are not independent.

2. Let X be a continuous random variable with the probability
density function

14z +1) for x €[0,1]
= 3 Y Y
fx(@) { 0 otherwise,



and let Y be a continuous random variable with the conditional
density (given X = x)

dx+2y
Frix—a(y) = { 9t for y € [0, 1],

0 otherwise.

a) Find P(Y < X).

b) Find P(X <1/2]Y <1/2).

c¢) Are variables X and Y independent?

Solution. Let us find the joint density of X and Y

Fro(e,) = fyixmslv) x(2) = 5 (20 + 1)

for 0 <ax<1,0<y <1 (otherwise 0).
a) Denote A = {(z,y): y < x}. Then

P(Y < X)=P((X,Y) € A) = //Afxy(x,y)dxdy -

N /o1 (/0‘” z(% T y)dy> dz = g

fr(y) = /_O:O Ixy(z,y)dedy = /01 §(2x +y)dx = g(y +1).

b)

1/2 1/2
P <12 = [ gy = [ S nay =2

—00

1/2 [ 1/2 9 1
P(X§1/2,Y§1/2):/ (/ 3(2x+y)dy> dr = .
0 0

Thus

c¢) No: fxy(z,y) # fx(2)fy(y).

3. Y has the normal distribution with the expectation p and

variance 2.

a) Find the expectation and the variance of the random variable

eY.



b) Find P(u—20 <Y < pu+ 20).
c) Let P(Y <0)=0.5 and P(Y < 1) =0.6915. What are x and

a??
Solution. a) The moment generating function of Y is
My (1) = e+
therefore .
Ee¥ = My(1) = eto7/2,

The variance
Var(ey) = E(ey)2 — (Eey)2 =

= My (2) — (My(1))? = 2+ (7" — 1).
b)

Yy _
P(,LL—20<Y<[L—|-20):P<—2< M<2>:
o

=P(-2<7Z<2)=9(2) —P(—2) =2P(2) — 1 = 0.9544.
c¢) The first equality implies that = 0. Then

Y 1 1
P(Y<1)—P<<>—P<Z<>—O.6915
o

o o

that implies that 1/0 = 0.5 i.e. 0% = 4.

4. Two neighbouring sides in a rectangle are independent ran-
dom variables X and Y with the same exponential distribution with
parameter 0 (EX = EY =1/0).

a) Show that the distribution of the perimeter 7" of the rectangle
has the gamma distribution with parameters 2 and 6/2.

Suppose that 6 is unknown. It is estimated on the basis of a
sample of n independent circumferences 11, ..., T}, where the distri-
bution of T}, i = 1, ..., n, is the same as in item a).

b) Find the maximum likelihood estimator and the method of
moment estimator.

Solution. a) Denote density functions of X (and Y') and T by
f(z) and fr(t), respectively. Then

flz) = Ge= % x>0,

3



and therefore the density of X + Y is

fxav(t) = /

—00

o0

t
flt—2a)f(z)dx = /9 Ge 0D 4y = G te .

The density of T is

1 02
fT(t) = §f)(+y(t/2) — Zte_et/z'

This is the density of the gamma distribution with parameters (2, 6/2).
b) The likelihood function is

n 92 02n n
L(Q, Xl, ey Tn) = H 7,1}6_071"/2 = — (H E) e_gZTi'
o1 4 am \io
Loglikelihood is
n 9 n
InL=2nlnd — nln4—i—lnHTi — §ZTZ
i=1

i=1

The derivative
Oln L _2n 1

00 _?_EZ;T“

and the maximum likelihood estimator (solution of the likelihood
equation) is

A 4dn
OMLE T
The moment estimator is the solution of the equation
-
where M, is the first empirical moment i.e.
1 n
M, = — Z T;.
Nz

This solution coincides with the maximum likelihood estimator.

5. A random variable N has the binomial distribution with pa-
rameters n and p i.e.

pn(k) = P(N =k) = ( Z )pk(l —p)"* k=0,1,..,n

4



Let Yp, Y1, ..., Y, be continuous random variables , and let Y, and N
be independent for all k =0,1,...,n. Denote X = Yy.
Suppose that

EY,=p* (n#0), k=0,1,...,n.

Prove that
EX = (pp+1-p)"

Solution. Denote the cumulative distribution function and the
density function of Yy by Fy(x), fi(z), and those of X by F(z),
f(z), respectively. Then

F(:E):P(ng):iP(XgﬂN:k:)P(N:k;):
= ZTL:P(YN <z|N=k)P(N=k) =
— S P(Ye < 2|N = B)P(N = k) =

k=0

k

P(Y, <z)P(N =k) = ZpN(k)Fk(x),
=0 k=0
and therefore

f(z) = kipN(km(x).

Now

EX = /O:O zf(z)dr = kz:)pN(k) /O:o zfi(z)dr =

=3 () = e (1)

k=0



