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Oppgave 1

77 goals were scored on the 2012 European Football Championship. The table shows the
number of games where 0,1,2 etc. goals were scored.

The number of goals in a game The number of games
0 2
1 6
2 10
3 6
4 3
5 3
6 1
7+ 0

a) Test the hypothesis that the number of goals, scored in a game, has the Poisson distri-
bution with parameter λ = 1. The significance level is 0.05.

b) Test the hypothesis that the number of goals, scored in a game, has a Poisson distribution
(with unknown parameter λ). The significance level is 0.05.

Solution.

a) Poisson probabilities (λ = 1) are

pk =
e−1

k!
, k = 0, 1, ...,
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i.e.

p0 = 0.37

p1 = 0.37

p2 = 0.18

p3 = 0.06

p4 = 0.015

p5+ = 0.005

To apply the Pearson goodness-of-fit test, we use the partition (of nonnegative integers)

{0}, {1}, {2, 3, ...}

with probabilities (under H0)

p10 = 0.37, p20 = 0.37, p30 = 0.26.

This partition is chosen because the condition npi0 ≥ 5 must be satisfied. Then

k1 = 2, k2 = 6, k3 = 23;

np10 = 11.47, np20 = 11.47, np30 = 8.06.

The observed value of the test statistic is

d =
3∑
i=1

(ki − npi0)2

npi0
= 38.1 > 5.991 = χ2

0.95,2.

The hypothesis is rejected.

b) Maximum likelihood estimate of λ is λ̂ = 2.48... ≈ 2.5 and estimates of Poisson probabilities
are

p̂k =
e−2.52.5k

k!
, k = 0, 1, ...,

i.e.

p̂0 = 0.08

p̂1 = 0.21
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p̂2 = 0.26

p̂3 = 0.21

p̂4 = 0.13

p̂5 = 0.07

p̂6+ = 0.04

To apply the Pearson goodness-of-fit test, we use the partition (of nonnegative integers)

{0, 1}, {2}, {3}, {4, 5, ...}

with probabilities (under H0)

p̂10 = 0.29, p̂20 = 0.26, p̂30 = 0.21, p̂40 = 0.24.

This partition is chosen because the condition np̂i0 ≥ 5 must be satisfied. Then

k1 = 8, k2 = 10, k3 = 6, k4 = 7;

np̂10 = 8.99, np̂20 = 8.06, np̂30 = 6.51, np̂40 = 7.44.

The observed value of the test statistic is

d1 =
4∑
i=1

(ki − np̂i0)2

np̂i0
= 0.65 < 5.991 = χ2

0.95,2.

The hypothesis is accepted.

Oppgave 2

Let X1, ..., Xn be a random sample (independent identically distributed random variables)
from an exponential distribution with unknown parameter λ, i.e. from the distribution with
the probability density

f(x) = λe−λx, x ≥ 0, λ > 0.

The null hypothesis H0 : λ = 1 is tested versus the alternative H1 : λ > 1. There are two tests.
Both are based on the test statistic

T = min{X1, ..., X2},

but the first test rejects H0 for large values of T while the second one rejects H0 for small
values of T . In other words
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Test 1: if T ≥ c1, then H0 is rejected.

Test 2: if T ≤ c2, then H0 is rejected.

The significance level is α.

a) Find c1 and c2.

b) Find the power function of each test.

c) Which test is better? Why?

d) Even the best of these two tests is bad. Explain why.

Solution.

a)

α = Pλ=1(minXi ≥ c1) = Pλ=1(X1 ≥ c1, ..., Xn ≥ c1) = (1− (1− e−c1))n = e−nc1 ,

therefore
c1 =

1

n
ln

1

α
.

α = Pλ=1(minXi ≤ c2) = 1− Pλ=1(minXi > c2) =

= 1− Pλ=1(X1 > c2, ..., Xn > c2) = 1− (1− (1− e−c2))n = 1− e−nc2 ,

therefore
c2 =

1

n
ln

1

1− α
.

b) The power function of the first test

π1(λ) = 1− β1(λ) = Pλ

(
minXi ≥

1

n
ln

1

α

)
= eλ lnα = αλ.

The power function of the second test

π2(λ) = 1− β2(λ) = Pλ

(
minXi ≤

1

n
ln

1

1− α

)
=

= 1− eλ ln(1−α) = 1− (1− α)λ.
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c)
∂

∂λ
π1(λ) = eλ lnα lnα < 0

i.e. π1(λ) decreases for λ ≥ 1.

∂

∂λ
π2(λ) = −eλ ln(1−α) ln

1

1− α
> 0

i.e. π2(λ) increases for λ ≥ 1. But

π1(1) = π2(1) = α,

therefore
π1(λ) < π2(λ)

for all λ > 1. This means that probability of type 2 error of the second test is less than
probability of type 2 error of the first test for all λ from the alternative. The second test is
better than the first one.

d) The power of both tests does not depend on n i.e. the probability of type 2 error does not
decrease when the sample size increases.

Oppgave 3

Let Y be measured percentage of fat in a certain type of sausages. A laboratory has measured
the fat percentage in 15 sausages and results y1, y2, ..., y15 are supposed to be realisations of
independent continuous random variables with a symmetric (about the unknown expectation)
distribution. The results are

19.2, 27.6, 25.6, 32.2, 17.7, 20.5, 23.9, 20.2, 24.2, 26.1, 32.0, 24.8, 28.9, 16.2, 18.7.

Fat percentage 20.0 is considered as normal. We wish to test the hypothesis that the fat
percentage is normal (i.e. equals 20.0) versus the alternative that it is greater than 20.0. The
significance level is 0.05.

a) Test the hypothesis using the large-sample sign test.

b) Test the hypothesis using the large-sample Wilcoxon signed rank test.

c) Suppose that in addition to the conditions above it is known that the distribution of the
fat percentage is approximately normal. Test the hypothesis using the t−test (for simple
calculations you can use that

∑15
i=1 yi = 357.8 and

∑15
i=1 y

2
i = 8888.62).
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Solution.

a) Let X be the number of observations greater than 20.0. The large-sample sign test: H0 is
rejected if

Z =
X − n/2√

n/4
≥ zα.

In our case (X = 11, n = 15)
Z = 1.8 > 1.645 = zα

therefore H0 is rejected.

b) The large-sample Wilcoxon signed rank test: H0 is rejected if

z =
w − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24

≥ zα,

where w =
∑n

i=1 rizi, ri – rank of |yi − 20|, zi = 1 if yi > 20 and 0 otherwise.

In our case

i 1 2 3 4 5 6 7 8
|yi − 20| 0.8 7.6 5.6 12.2 2.3 0.5 3.9 0.2

ri 3 12 10 15 5 2 7 1
zi 0 1 1 1 0 1 1 1
i 9 10 11 12 13 14 15

|yi − 20| 4.2 6.1 12.0 4.8 8.9 3.8 1.3
ri 8 11 14 9 13 6 4
zi 1 1 1 1 1 0 0

w = 102

and
z = 2.39 > 1.645 = zα.

Thus H0 is rejected.

c) Let

T =
√
n
ȳ − µ0

s

where

s2 =
1

n− 1

n∑
i=1

(yi − ȳ)2.
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The t-test for testing H0 : µ = µ0 versus H1 : µ > µ0: H0 is rejected if T ≥ tα,n−1. In our case
µ0 = 20, α = 0.05, n = 15, tα,n−1 = 1.761, T = 2.97.

H0 is rejected.

Oppgave 4

The following table is an ANOVA table in which some entries are lost (stars).

Source df SS MS F
Treatment 3 ? ? 1.6

Error ? ? 5.1
Total 43 ?

a) Find lost values and fill in the ANOVA table. Show how you calculate values where there
are ? in the table.

b) Test the hypothesis that
H0 : µ1 = µ2 = µ3 = µ4.

The significance level α = 0.05.

Solution.

a)
MSTR = F ·MSE = 1.6 · 5.1 = 8.16

SSTR = MSTR · df = 8.16 · 3 = 24.48

SSE = MSE · df = 5.1 · 40 = 204

SSTOT = SSTR + SSE = 204 + 24.48 = 228.48

Thus the filled ANOVA table is

Source df SS MS F
Treatment 3 24.48 8.16 1.6

Error 40 204 5.1
Total 43 228.48

b) F0.95,3,40 = 2.84 > 1.6 (observed F ). Therefore H0 is not rejected.


