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Problem 1  Find all solutions of $\text{Im } z = \frac{\sqrt{2}}{2}|z|$ and draw them on the complex plane.

Problem 2  Find a particular solution of the differential equation:
$$y''(t) + 3y'(t) + 2y(t) = 2e^{-t}.$$ 

Problem 3  Given that $y_1(x) = x^{-1}$ and $y_2(x) = x^{-2}$ are two linearly independent solutions of the differential equation
$$y''(x) + 4x^{-1}y'(x) + 2x^{-2}y(x) = 0, \quad x > 0,$$
and find the general solution of the differential equation:
$$y''(x) + 4x^{-1}y'(x) + 2x^{-2}y(x) = x^{-3}, \quad x > 0.$$

Problem 4  Let
$$A = \begin{bmatrix}
1 & 3 & -2 & 0 & 3 \\
-2 & -6 & 5 & 1 & -8 \\
2 & 6 & 2 & 6 & -2 \\
-1 & -3 & 0 & -2 & 2
\end{bmatrix}$$
Find bases for $\text{Null}(A)$, $\text{Col}(A)$, and $\text{Row}(A)$. What is $\text{dim}(\text{Null}(A^T))$?

Problem 5  For which values of $a$ is the following family of vectors linearly independent? For each $a$ where the family is linearly dependent, give a non-trivial linear dependency between the vectors.
$$\left\{ \begin{bmatrix} a \\ -2 \\ 1 \end{bmatrix}, \begin{bmatrix} 2 \\ a \\ 3 \end{bmatrix}, \begin{bmatrix} a \\ -1 \\ 0 \end{bmatrix} \right\}$$

Problem 6  Let
$$A = \begin{bmatrix}
3 & 7 & 5 \\
4 & 1 & -10 \\
0 & 1 & 2
\end{bmatrix}$$
Find an orthogonal basis for $\mathbb{R}^3$ that begins with an orthogonal basis for $\text{Col}(A)$. 

Problem 7  The newly opened student cafeteria at the Antarctic University of Tropical Medicine offers a choice of three meals: a meat dish, a vegetarian dish, and a sandwich meal. Extensive research reveals that students select their meal based solely on what they ate the day before. There is a probability of 0.1 that a student will eat the same as the previous day. If a student did not have the meat dish yesterday, then the probability that they will choose the meat dish today is 0.3. If a student did have the meat dish yesterday, then they will choose the sandwich today with probability 0.3.

Set up the stochastic matrix for this situation and use it to find the proportions that the caterers should buy the meals in the long term.

Problem 8  Find the eigenvalues and eigenvectors (which might be complex) of the matrix

\[
\begin{bmatrix}
0 & 0 & -1 \\
1 & -2 & 2 \\
1 & 0 & 0
\end{bmatrix}
\]

Find the solution of the following system of differential equations with initial conditions \(x_1 = 0, x_2 = 0, x_3 = 1\):

\[
\begin{align*}
x_1' &= -x_3 \\
x_2' &= x_1 - 2x_2 + 2x_3 \\
x_3' &= x_1
\end{align*}
\]

Write your answer in terms of real functions.

Problem 9  A scientist records the following data for her experiment:

<table>
<thead>
<tr>
<th>Control (x)</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading (y)</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>15</td>
</tr>
</tbody>
</table>

The model for this data is a quadratic \(y = ax^2 + bx + c\). Find the least-squares solution for \(a, b, c\) that best fits the data.

Problem 10  Let \(A\) be an \(m \times n\)–matrix. Explain why \(A^T A\) is a symmetric matrix. What size is it?

Use the spectral theorem to show that there is an orthogonal basis \(\{\vec{v}_i\}\) for \(\mathbb{R}^n\) such that \(\{A\vec{v}_i\}\) is an orthogonal family (i.e. the vectors are pairwise orthogonal).