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Problem 1

a) Find bases for the column space and the null space of the matrix
\[
\begin{bmatrix}
1 & -1 & 5 \\
-2 & 2 & -10
\end{bmatrix}.
\]

b) Find all complex solutions of the system
\[
\begin{align*}
x - y + iz &= 0 \\
x + iy - z &= 0.
\end{align*}
\]

Problem 2

a) Find a polynomial \( f(x) = ax^2 + bx + c \) containing the points \((-1, 5), (0, 1), (1, -1)\) and \((2, -1)\) in \( \mathbb{R}^2 \).

Use the method of least squares to find the straight line \( g(x) = dx + e \) which is the best fit to the four points.

Sketch the graphs of \( f \) and \( g \).

b) Let
\[
A = \begin{bmatrix}
-1 & 1 \\
0 & 1 \\
1 & 1 \\
2 & 1
\end{bmatrix} \text{ and } b = \begin{bmatrix}
5 \\
1 \\
-1 \\
-1
\end{bmatrix}.
\]

Find the orthogonal projection of \( b \) onto \( \text{Col} A \).

Is \( P_{\text{Col} A} : \mathbb{R}^4 \to \mathbb{R}^4 \), the linear transformation projecting onto \( \text{Col} A \), injective?

Problem 3
Write the definition of linear independence, and use it to show

that the vectors \( \left\{ \begin{bmatrix} 1 \\ 2 \\ 3 \\ 4 \end{bmatrix}, \begin{bmatrix} 3 \\ -1 \\ 6 \\ 0 \end{bmatrix} \right\} \) are linearly independent.
Problem 4  Find a system of linear differential equations

\[ y'(t) = Ay(t) \]

having the general solution

\[ c_1 \begin{bmatrix} 1 \\ 2 \end{bmatrix} e^{2t} + c_1 \begin{bmatrix} 3 \\ -1 \end{bmatrix} e^{3t} \]

and sketch the phase plane of the system.

Problem 5  A course in linear algebra is being lectured in two parallels, one in the room S7 and one in S8. Both lecturers are very poor, and therefore the students change frequently between the parallels. The probability that a student changes parallel after any given week of lectures is 40%.

Determine a stochastic matrix \( M \) that describes this process. At the beginning of the semester, there are respectively 180 and 140 students assigned to the parallels. How will the students be distributed after 14 weeks of lecturing, given that the students actually still continue to attend the lectures.

Problem 6  Let \( p(x) = 3x^2 - 3x - 6 \), \( q(x) = x^2 - x - 8 \) og \( r(x) = 4x^2 - 9x + 3 \). Determine if \( r(x) \) can be written as a linear combination of \( p(x) \) and \( q(x) \).

Determine if \( p \) and \( q \) are orthogonal with respect to the inner product

\[ \langle f, g \rangle = \int_0^1 f(x)g(x) \, dx. \]

Problem 7  A projection matrix \( M \) is a matrix such that \( M^2 = M \).

a) Let \( T: \mathbb{R}^m \to \mathbb{R}^m \) be the function given by

\[ T(x_1, x_2, \ldots, x_m) = (x_1, x_2, 0, \ldots, 0), \]

where \( m \geq 2 \). Show that \( T \) is a linear transformation and find the standard matrix \([T]\). Show that \([T]\) is a projection matrix, and find the eigenvalues of \([T]\) for all \( m \geq 2 \).

b) Let \( M \) be a projection matrix which is not the zero matrix or the identity matrix. Show that \( M \) is not invertible. Show that \( M \) has eigenvalues 0 and 1, and no other eigenvalues.