TMA4215 Numerical Mathematics — Fall 2016

NTN
U PROBLEM SET 9

A sequence {x(®)} from an iterative method is said to converge to x with rate/order p > 1ina
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We write x;. instead of x) when x is a scalar. Also, when p = 1, we say that {x)} converges to x
* linearly if u € (0,1);

» superlinearly, that is, asymptotically faster than linear, if u = 0;

« or sublinearly, that is, asymptotically slower than linear, if u = 1 but still x) — x 1.

Suggestively, convergence is called quadratic when p = 2, cubic when p = 3, and so on. Note, however,
that convergence rates can be nonintegral—for example, the classical secant method for root-finding
is locally convergent with order equal to the golden ratio.

What is the best (largest) order of convergence for the following sequences?
a) X = 37k, b) x; = (—1)*(k+1)72. c) xp = w5

Recall that Newton’s method
f(xx)

X = Xj. —
k+1 k f/(xk)

applied to a twice continuously differentiable function f : R — R is locally quadratically convergent

provided that the root a is simple. If, however, a has multiplicity m > 1, in other words, if

f@=f@=--=f"Da)=0 and f"(a)#0

for a sufficiently smooth f € C™(R), then the rate of convergence is just linear. In this exercise, you
will establish that the modified Newton scheme

£ (xi)

X4l = X — mf/(Xk) ()

retains the quadratic convergence speed in the presence of a root a with multiplicity m.

a) Show that a is a fixed point of the function ¢(x) = x —mf (x)/f’(x). Hint: 'Hopital’s rule.

b) Prove that ¢’(a) = 0. Hint: Write f as f (x) = (x — a)™h(x) for some function h satisfying h(a) # 0
before you calculate f'(x) and f”(x).

1 This follows implicitly for all the other cases by the ratio test for sequences.
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c) Let e, = x; — a be the error at step k and show that

e = 59" (8)e?

for some £ between x; and a. Now deduce that () achieves quadratic convergence speed.

Let G: R — R3 be given as

%(1 +2 cos(xlxz))

G(x) = (21(x), 82(x), 83(x)) = | 34/x? +sinx5 +1.06— 0.1,

2 (1—e™%2) %

where x = (x;, x5, x3). Show that the fixed-point iteration x**1) = G(x(k)) converges towards a

unique fixed point for all starting vectors x(%) in the closed cube
D= {x€R3 =1 < xq9,X9,x3 < 1}.
Also, verify the result numerically.

Consider the system of equations

2, .2 _ 1.
x{+x;=1;
xf — X, =0,
which has two solutions—one in the region —1 < x;, x, < 0 and the other one in 0 < xq,x, < 1. Try

a fixed-point scheme based on the formulation

5

X1 = 25

— ./ 2
Xog =4/1—x7,

and show—with explanation—that it converges for suitable starting values. How would you select
the starting values?

Hint: It is simpler to do the analysis if you consider two subsequent iterations as one. That is, consider
instead the scheme x**? = G (G (x(k))) with the appropriate G. This decouples the iterations into

two scalar cases.



