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Exercise 11

(February 17, 2003)

Innerproducts:
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Multiplication of a vector with a scalar
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Addition of two vectors:
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Exercise 12

(February 17, 2003)

Since we use a one-point Gauss-Legendre formula to evaluate l(v), we expect
the quadrature error to be O(h2). From the last column of Table 1:

1.24 · 10−4

3.10 · 10−5
= 4.0

3.10 · 10−5

7.74 · 10−6
= 4.0

etc.

⇒ error ∼ O(h2).

Exercise 13

(February 17, 2003)

Since (rT r)1/2 < 10−10, we expect the incomplete iteration error to be much
smaller than the quadrature errors. Even the quadrature errors are much smaller
than the discretization error |u−uh|H′(Ω). The current tolerance is probably too
small, something which makes the iterative solution process more costly than it
needs to be.
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For many problems, it suffices to balance the incomplete iteration error with
the discretization error. However, it is not trivial to obtain good estimates for
these.

Exercise 14

(February 17, 2003)

In the CG-algorithm, we only need to store 4 vectors, each of length N. Hence,
MCG ' 4N . Note that this estimate assumes that we do not explicitly contruct
the stiffness matrix, but only implement a routine to compute the action of the
stiffnesss matrix upon a vector. This can be realized pratically by computing
the matrix-vector products locally in each element, and then assemble all the
local contributions into the global vector.

If we use a banded, direct solver, the storage requirement is O(bN). Note
that, in this case, we explicitly construct the stiffness matrix and store it in
banded form (i.e., we only store the matrix elements inside a band around the
main diagonal).

A comparison of memory requirement in Rd then gives:

d MCG MLU

1 O(N) O(N)
2 O(N) O(N1 ·N)
3 O(N) O(N2

1 ·N)

↑
scalable
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