Examination paper for TMA4240 Statistics
Examination date : 26/11/2020
1A

Introduction: Let X and Y be independent and normal distributed stochastic variables. Assume that X
has mean 0.7 and standard deviation 0.5, and that Y has mean -0.3 and standard deviation 0.5.

Exercise: Fill in the correct values for the following probabilities. Enter the answer with two decimal places.

P(X >1)=0.274
P(X <15|X >1)=08
P2X —Y >1)=0.734

1B

Innledning: La X og Y veere uavhengige og normalfordelte stokastiske variabler. Anta at X har forvent-
ningsverdi 0.6 og standardavvik 0.5, og at Y har forventningsverdi -0.3 og standardavvik 0.5.

Oppgave: Fyll inn riktige verdier for fplgende tre sannsynligheter. Angi verdi med to siffer etter komma.

P(X >0.8) = 0.34
P(X < 15X >0.8) = 0.90
PR2X —Y >1) =067

1C

Introduction: Let X and Y be independent and normal distributed stochastic variables. Assume that X
has mean 0.7 and standard deviation 0.5, and that Y has mean -0.3 and standard deviation 0.8.

Exercise: Fill in the correct values for the following probabilities.Enter the answer with two decimal places.

P(Y >1) = 0.052
P(Y <15]Y >1)=0.76
P(X —2Y > 1) =057

1D

Introduction: Let X and Y be independent and normal distributed stochastic variables. Assume that X
has mean 0.7 and standard deviation 0.5, and that Y has mean -0.3 and standard deviation 0.8.

Exercise: Fill in the correct values for the following probabilities.Enter the answer with two decimal places.

P(Y > 0.9) = 0.06
P(Y < 15]Y >0.9) =081
P(X —2Y > 0.8) = 0.61
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Innledning: Histogrammet ovenfor viser aldersfordelingen pa personer som sgker en bestemt stilling.
Oppgave: Hvilke av fglgende utsagn er sanne?

e Den empiriske medianen er ca lik som gjennomsnitt

e Den empiriske medianen er stgrre en gjennomsnitt

e Den empiriske medianen er mindre en gjennomsnitt
e Den empiriske medianen er mellom 24 og 25

¢ Gjennomsnitt er mellom 22 and 23
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Innledning: Histogrammet ovenfor viser aldersfordelingen pa personer som sgker en bestemt stilling.
Oppgave: Hvilke av fglgende utsagn er sanne?

e Den empiriske medianen er ca lik som gjennomsnitt

e Den empiriske medianen er stgrre en gjennomsnitt
e Den empiriske medianen er mindre en gjennomsnitt

e Den empiriske medianen er mellom 24 og 25

e Gjennomsnitt er mellom 22 and 23
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Innledning: Histogrammet ovenfor viser aldersfordelingen p& personer som sgker en bestemt stilling.
Oppgave: Hvilke av fglgende utsagn er sanne?

e Den empiriske medianen er ca lik som gjennomsnitt
e Den empiriske medianen er klart stgrre en gjennomsnitt

e Den empiriske medianen er klart mindre en gjennomsnitt

e Den empiriske medianen er mellom 24 og 25

¢ Gjennomsnitt er mellom 22 and 23



3A

Innledning: La Y veere Poisson fordelt med parameter A = 10
Oppgave: Finn

« P(Y =7)=0.09
« P(Y >8)=0.78
« PY <10y >8)=03

3B

Innledning: La X veere geometrisk fordelt med parameter p = 0.3. Dvs at X har sannsynlighet fordeling

P(X =x) =p(1-p)"!

Oppgave: Finn

« P(X=5)=1007
« P(X>3)=1049
« P(X<5|X>3)=051

3C

Innledning: La X veere geometrisk fordelt med parameter p = 0.1. Dvs at X har sannsynlighet fordeling

P(X =x) =p(1-p)""

Oppgave: Finn

« P(X=5)=0.07
« P(X>3)=081
« P(X<5|X>3)=0.19

3D

Innledning: La Y vaere Poisson fordelt med parameter A = 5
Oppgave: Finn

« P(Y=1)=0.03
« P(Y>2)=0.96
« P(Y<4]Y >2)=023
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4A-D

The four version of the exercises all had the same possible choices. In some cases the left and right sides were
inverted.

Introduction: Let A, B and C be three events in a sample space S

Exercise: Which of the following statements are always correct for three events? Hint:Draw a Venn diagram
and use this to find which statements are correct.

e« (ANB)NC =AN(BNC) - Correct

e« (ANB)NC'=(ANC")N(BNC")- Correct
e« A\(BUC)=(ANB')NC'- Correct

e« (ANB)Y =A'NnB

e« ANnBYUC=(ANnB)NC'

e« (AUB)NC=AU(BNQC)



5A

Innledning: La X vaere en stokastisk variabel men sannsynlighet tetthet

_J1+z  forxe(-1,0)
f(x)_{l—x for x € (0,1)

Oppgave:
e« P(X>03)=0.24
e P(X <-0.2)=0.32
e P(X >-02/X<03)=0.58

5B

Innledning: La X veere en stokastisk variabel men sannsynlighet tetthet

- |

exp(z) for —log2<z<0
(x+1) forO<z<1

(I NI

Oppgave: Finn
e P(X>05)=0.44
e P(X<02)=0.36
e P(X>02X<05)=0.36

5C

Innledning: La X vere en stokastisk variabel men sannsynlighet tetthet

|

exp(z) for —log2 <z <0
x+1) forO<z<1

N[—= D=

Oppgave: Finn
e P(X>03)=0.58
e P(X<-0.2)=0.16
e P(X >-0.2/X<0.3)=0.62

5D

Innledning: La X vaere en stokastisk variabel men sannsynlighet tetthet

_J1+4az forxze(-1,0)
f($)_{1—x for z € (0,1)

Oppgave: Finn
e« P(X>04)=0.18
e P(X<0.2)=0.68
e« P(X>02/X<04)=0.17



6A
X is a SV with distribution

f(a) = {21’ exp(—x?) for z >0

0 ellers

The median is
m = y/log(2) = 0.832

6B

X is a SV with distribution

)3z +1) forze(0,1)
f) = {S ellers

Let m indicate the third quartile of X, then by definition:

0.75 = /m flz)dx =

and in this case the solution is m = =2£¥304 — (.84

6C

X is a SV with distribution

3x2exp(—23) forax >0
flw) = =)

0 ellers

Let m indicate the first quartile of X, is by definition:

0.25 :/ f(z)dz
from this we get that
m = (—log(0.75))/% = 0.660
6D

X is a SV with distribution
t(4z+1) forz € (0,1)
0 ellers

The median is m = =252 — (.65



TA

Introduction: Assume that we have an urn with 20 balls: 8 red, 10 yellow and the rest blue. Assume
further that we randomly draw 11 balls without replacement.

Exercise: If we do not take into account the order the balls are drawn, in how many ways can we draw:

o exactly 5 red balls? Enter the answer as an integer (51744)
o either exactly 5 red or exactly 5 yellow balls (including the cases where it is both exactly 5 red and
exactly 5 yellow)? Enter the answer as an integer. (76440)

7B

Introduction: Assume that we have an urn with 20 balls: 9 red, 6 yellow and the rest blue. Assume further
that we randomly draw 13 balls without replacement.

Exercise: If we do not take into account the order the balls are drawn, in how many ways can we draw

o exactly 5 red balls? Give the answer as an integer. (20790)
o either exactly 5 red or exactly 5 yellow balls (including the cases where it is both exactly 5 red and
exactly 5 yellow)? Enter the answer as an integer. (31248)

7C

Introduction: Assume that we have an urn with 20 balls: 6 red, 6 yellow and the rest blue. Assume further
that we randomly draw 15 balls without replacement.

Exercise: If we do not take into account the order the balls are drawn, in how many ways can we draw:

o exactly 5 red balls? Give the answer as an integer. (6006)
o either exactly 5 red or exactly 5 yellow balls (including the cases where it is both exactly 5 red and
exactly 5 yellow)? Enter the answer as an integer. (9996)

7D

Introduction: Assume we have an urn with 20 balls: 5 red, 7 yellow and the rest blue. Assume further that
we draw 12 balls without replacement.

Exercise: If we do not take into account the order the balls are drawn, in how many ways can we draw

o exactly 5 red balls? Give the answer as an integer.(6435)
o either exactly 5 red or exactly 5 yellow balls (including the cases with both exactly 5 red balls and
exactly 5 yellow balls)? Enter the answer as an integer (41883)



8A
Introduction: Let X; and X5 be two dependent random variables with F(X;) = 0,F(Xs) = —1,Var(X;) =

2,Var(X3) = 2and Cov(X;, X2) = 1. Assume further that we have a stochastic variable Y that is independent
of X; and X3 and with E(Y) = 3 and Var(Y) = 2

Let the stochastic variables Z; and Z5 be defined as

Z1:X2+2Y and Z2:3X1+2X2—4Y

Exercise: Find the mean and the variance of Z; and Zs. Enter the answers as integers.

E[Z)] =6
Var[Zy] = 10
E[Z,] = —14
Var[Z;] = 70

8B
Introduction: Let X; and X3 be two dependent random variables with F(X;) = 0,E(X3) = —1,Var(X;) =

3,Var(Xs) = 2and Cov(X7, X3) = 1. Assume further that we have a stochastic variable Y that is independent
of X7 and Xy and with E(Y) = 3 and Var(Y) =2

Let the stochastic variables Z; and Z5 be defined as

21:3X1+Y and 22:X174X2+2Y

Exercise: Find the mean and the variance of Z; and Zs. Enter the answers as integers.

E[Z]=3
Var[Z;] = 29
E[Zs] = 10
Var[Z5] = 35

8C
Introduction: Let X; and X5 be two dependent random variables with E(X;) = 0,E(X3) = —2,Var(X;) =

3,Var(X3) = 2and Cov(X7, X2) = 1. Assume further that we have a stochastic variable Y that is independent
of X; and X3 and with E(Y) = 3 and Var(Y) =2

Let the stochastic variables Z; and Z5 be defined as

leX2—|—2Y and 22=8X1—|—2X2—Y.

Exercise: Find the mean and the variance of Z; and Z5. Enter the answers as integers.

E[Z] =4
Var[Zy] = 10
E[Zy] = -7
Var[Z;] = 234

10



9A

4_4
P (yi) = {Aé‘i yle v fory, > 0
i 1)

0 otherwise

Let the stochastic variable Z be defined as

i=1

Exercise: Using the moment generating function, determine which of the following probability distributions
is the correct distribution for Z.

e Chi-squared distribution with 4n degrees of freedom.
« Gamma distribution with o =4n and 3 = }

e T-distribution with 4n degrees of freedom.

e Gamma distribution with « = 4n and 5 = A

e Chi-squared distribution with 8n degrees of freedom.
e Chi-squared distribution with 2n degrees of freedom.
o T-distribution with 2n degrees of freedom.

9B

6%z o — Oy
Lyfe— TV for y; >0
fm<yi>={ 2 ¥ =

0 otherwise

Let the stochastic variable Z be defined as
Z = Z z;Y;.
i=1

Exercise: Using the moment generating function, determine which of the following probability distributions
is the correct distribution for Z.

e Chi-squared distribution with 3n degrees of freedom.

¢ Gamma distribution with o = 3n and § = %

e T-distribution with 3n degrees of freedom.

e Gamma distribution with « = 3n and 5 =6

e Chi-squared distribution with 6n degrees of freedom.

o Chi-squared distribution with 3n/2 degrees of freedom.
o T-distribution with 3n/2 degrees of freedom.

9C

A2v2y;evivi for y; >0
0 otherwise

fv: (i) :{

Let the stochastic variable Z be defined as
Z = Z v Y.
i=1

Exercise: Using the moment generating function, determine which of the following probability distributions
is the correct distribution for Z.

11



Chi-squared distribution with 2n degrees of freedom.
Gamma distribution with a =2n and 8 =
T-distribution with 2n degrees of freedom.

Gamma distribution with o = 2n and g = A
Chi-squared distribution with 4n degrees of freedom.
Chi-squared distribution with 2n/2 degrees of freedom.
T-distribution with 2n/2 degrees of freedom.

12



10A

From the pdf we can compute the cumulative distribution function for X which is Fx(z) = . We have that:
Fy(y) =PY <y)=P(X(1-X)<y)=PX -X?>-y<0)=PX?*-X+y>0)
We then need to find the roots of the equation:
X2 - X+4+y=0
which are

1+ I—1y

X =
2

The inequality of interest is veryfied for

1-4/1-4 1+4/1-4
7yorX>u

X
ST 2

So, coming back to out cumulative distribution function we have that
Fy(y) = P(Y <y) =

1-y1—-4 1+41—-4
P(X < fy or X > %)

P(X < 1_7 V1_4y)_|_p(X > Hi V1_4y)

2 2
1—\/1—4y+1 1+1-4y
2 2 B
1— /14y
The pdf is found by deriving Fy (y) wrt y
dFy (y) 2

10B

From the pdf we can compute the cumulative distribution function for X which is Fix(z) = E$2 We have

that:
Fy(y)=PY <y)=P(X?-4<y)=P(X?*-4-y<0)

We then need to find the roots of the equation:
X2 —4—-y=0

which are
X =y4+y

Moreover we have that X > 0 so the inequality of interest is veryfied for

X <y4+y

So, coming back to out cumulative distribution function we have that

Fy(y)=P(Y <y)=P(X <\4d+y)=Fx(Vi+y) = 6
The pdf is found by deriving Fy (y) wrt y

fr(y) = dF;/;y) = % for z € (—4,12)

13



10C
From the pdf we can compute the cumulative distribution function for X which is Fix(z) = %m We have that:
Fy(y)=PY <y)=P(X?-4<y)=P(X?*-4-y<0)

We then need to find the roots of the equation:

X?—4-y=0
which are
X=%\1+y
Since we know also that X > 0, the inequality of interest is verified for
X<ty

So, coming back to out cumulative distribution function we have that

Fely) = P(Y <y) = P(X < It 9) = Fx(I1y) = ity

The pdf is found by deriving Fy (y) wrt y

_dFy(y) 1

10D
From the pdf we can compute the cumulative distribution function for X which is Fx (z) = 2. We have that:
Fy(y) =PY <y)=P(X(1-X)<y)=PX -X?>-y<0)=PX?—-X +y>0)
We then need to find the roots of the equation:
X2 - X+4+y=0

which are
1+ I—4y
X=——"7-—"77-
2
The inequality of interest is veryfied for
1—4/1-4 1 1-4
X < fy or X > %

So, coming back to out cumulative distribution function we have that

L-VI-dy o 1+VT-dy

FY(i‘/):P(Y<y)=P(X<f0r 5 ) =
=P(X<ﬂ)+P(X>ﬂ):

1— T—4y\° 1+ vI—dy\°

(S () -

1—+/1—-4y

The pdf is found by deriving Fy (y) wrt y

_dFy(y) 2

14



11A

We assume that X7, Xs,..., X, are iid from the distribution

fe@=0")  for z >0
f(z) = .
0 otherwise

We derive the likelihood function as

L(0; X1,..., Xp) = [ [ f(xi;0)
i=1
_ H ae(wi—eef)

.
Il
-

We then take the log
10; X1,...,X,) =logL(0; X1,...,X,)

n

Z [log 6 + (z; — 0e7)]

i=1
n n
nlog9+2xi 7926“
i=1 i=1

To find the MLE we need to set the derivative of I(6; X1,...,X,,) wrt to 8 to 0:

d1(0; X1,...,X,)

=0
do
% — Z e’ =0
i=1
A n
0= ———
D €

11B

We assume that X, Xs,..., X, are iid from the distribution

geelog’” for0<z<1
f(z) = .
0 otherwise

We derive the likelihood function as

We then take the log
00; Xq,...,X,) =log L(0; X1,...,X,)

:nlogQ—ZIngi—i—@Zlogxi

15



To find the MLE we need to set the derivative of [(0; X1,...,X,) wrt to € to 0:

dI0: X1, X)) _

db
+Zlog:ci =0
n

n
%
0 v
S loga;

11C

We assume that X7, Xs,..., X, are iid from the distribution

%x3e_’4/9 forx >0
flz) = .
0 otherwise

We derive the likelihood function as
n

L(0; X1,..., Xn) = [ [ f(xi; 0)
i=1
4
= H éx?e_w?/g
i=1
We then take the log
10; Xq,...,X,) =log L(0; X1,...,X,)

>

:nlog4—nlog9+3Zloga:i -

To find the MLE we need to set the derivative of I(6; X1,...,X,,) wrt to 8 to 0:
dl(&,Xl,,Xn) -0

do
n 1 4
gt T
9:72?—1@"?

11D

We assume that X7, Xo,..., X, are iid from the distribution

(@) —9?; (log :E)Qe(logx)Q/e for0<z<1
€Tr) = hd
0 otherwise

We derive the likelihood function as

f(xs;0)

I
=

L0; X1, ..., Xn)

.
Il
—

3
9.1‘1'

(log xi)2e(logm)2/9

Il

Il
—

K2



We then take the log
Z(G;Xl, . ,Xn) = IOgL(G, Xl, e 7Xn)

1
=nlog3 —nlogf — Zlog x;+2 Zlog(log x;) + 3 Z(logmi)g’

To find the MLE we need to set the derivative of I(6; X1,...,X,) wrt to 8 to 0:

di(0;Xy,...,X,)
db
n 1
5 Z(logwi)?’ =0
o 2(ogz)®

n

=0

17



12A

Let Y;,7 = 1,2 be two discrete stochastic variables with distribution

LAY
PO =) = T (i) for g = 0,1,2.

7

where t; = 2 and to = 5.

We re given two estimators

~  tH1Yh +12Ys ~ Y+Y
PR Tk LE R I G SRk )
t1 + 5 t1 4+ to
We need to find the mean and the variance.
We start with A
~  HEM)+tE(Ys) 22X\ 4 55A
E(}\) - D) 3 = =
t1 +t5 4+25
~  t3Var(Yy) +t3Var(Ya)  4(2)\) +25(5)) 133
Var(A = = — =0.158\
) = (12 +13)? 292 292
Then & E(Y1) + E(Y- 21+ 5A
Gy = BOD B _ 22450
i1 +t2 2+5
~ Y Y5
Var(h) = Yr) + Var(@a) _ TA gy
(t1 + t2)? 49

Both A and \ are unbiased. A has smaller variance and therefore it is to be preferred.

12B

Let X and Y be two discrete stochastic variables with distribution respectively:

Fx(z\) = sewexp(—z/A)  for z >0, Fr(yiA) = nzyexp(—y/2X)  for y >0,
’ 0 otherwise, ' 0 otherwise,

We are given two estimators

~ X ~ 1 X Y
)\—5, and )\—5(?4-2)
We need to find the mean and the variance.
We start with A B(X) o\
EQ) =222 =22 2 )
~ X 1
Var()) Vari ) _ 1y

Then X:

o= (540 E00) 1 (24

~ Var(X) Var( 202 82 1
varlh) = (L ) = 5 (4 5 ) =

Both A and \ are unbiased. A has smaller variance and therefore it is to be preferred.

18



13A

We have that Y; ~ N(az?, o%x;

),i=1,...,n and that the MLE is

5\ _ Z ;Y5
>y
We want to find a 95% confidence interval for a.
We have that .
E(a) = .

0_2

WM*«Z}YEFWMW‘XXZEYZ%%%‘zﬁ

Moreover, & is normally distributed since it is a linear combination of normally distributed RV. We have then

7 — a—«

~ N(0,1)
02

Ew?’
i

This we can use to set up a 95% confidence interval for a as

P(—20.025 < Z < zp.025) = 0.95
P(-1.96 < ——2

< 1.96) = 0.95
0-2
213
1. 1.96
Pla— 2297 a4+ —=Z ) =0.95
> >
13B

We have that Y; ~ N(Blogz;,0%z?),i=1,...,n and that the MLE is

5 ZViloga/a?

2 (logw;)?/a?
We want to find a 95% confidence interval for (.
We have that

o S EM)logx;/a? Y Blogwilogxi/ai
B0 = logzyta? = Slogzm?/a? °
Var(B) = ——

> (logx;)? /a3

~

Moreover, 3 is normally distributed since it is a linear combination of normally distributed RV. We have then
4 B8

—— ~ N(0,1)
0-2
\/ S (logzi)?/a?

19



This we can use to set up a 95% confidence interval for « as

P(—Zo_025 < Z< Z0,025) =0.95

P(-1.96 < s . 1.96) = 0.95
o2
\ Stogz)?/a?
R 1. R 1.
p(g,$ <5<5+$):0.95
>_(logz;)?/x} >_(logz;)?/x}

13C
We have that Y; ~ N(0x;(1 — x;),0%x;), i =1,...,n and that the MLE is

jo Yl —zi)
doxi(l—x)?

We want to find a 95% confidence interval for (.
We have that
B(f) = LEY)A—w) _ YOn(l-z)® _

a le(l — xi)Q a le(l — l‘z) a
> Var(Y)(1 —x)? o?

 Cwl-w)?)? Yl - m)?

Moreover, 0 is normally distributed since it is a linear combination of normally distributed RV. We have then

>

Var(f)

7= 229 N1

o2
Z :L’i(lfa?i)z

This we can use to set up a 95% confidence interval for a as

P(—20.025 < Z < 20.025) = 0.95

00
P(—1.96 < ———— < 1.96) = 0.95
/ 0-2
Zr,;(lfmiy
X 1.96 A 1.96
P - 7 <0<f+ L) =095

Voo zi(l— )2 ozi(l— )

20



14A

Introduction: A producer of washing machines claims that the average lifespan, u, of his washing machines
is b years. A group of clients suspects that this is not true and that, in fact, the lifespan is shorter than what
the producer claims.

Exercise: Which null hypotheses , Hy, and alternativ hypotheses, H1, should the client use in this situation?

. H0#50gH1:5
e Hy=50g Hi #5
e Hy=50g Hy <5 - correct
e Hy=50g H; >5
e Hy<b5og H =5
e Hy>50g H =5

14B

Introduction: We know that the average weight of foxes in Trgndelag has been u = 5 kg. We suspect that,
lately, the average weight has changed.

Exercise: Which null hypotheses ,H( , and alternativ hypotheses, H;, should one use in this situation?

e« Hy#50g H =5
e Hy=5o0g Hy #5 - correct
e Hy=50g H <5
0H0:50gH1>5
0H0<50gH1=5
e Hy>b50g Hy =5

14C

Introduction: Ola grows tomatoes. In recent years, he has picked on average u = 5 kg of tomatoes per year
from his garden. He has been on a cultivation course this year and he now claims that his production has
increased.

Exercise: Which null hypotheses ,Hj , and alternativ hypotheses, Hy, should one use in this situation?

e Hy#5o0g H =5
e Hy=50g H| #5
e Hy=50g H; <5
e Hy=5o0g Hy >5 - correct
e Hy<b5o0g H =5
. H0>50gH1:5

21



15A

We have taht Xq,..., X, are iid with distribution

Log2e=%  forz >0
xX; 0) = 2 sTi€ -
f(ailf) {O ellers
The MLE for @ is 1
0=—> X,
T 2
We want to test
HO 10 =
Hi:0<1
using a significance level o = 0.1
Exercise A.
We have that R
E0)=16
3n02 62
Var oz ZVar oz = 3,
Moreover, since n is large we can rely on the central limit theorem. This implies that
o6
Z = 5 = N(0,1)
V3n
Under Hy we have that )
0—1
Z = 1 (Oa 1)
V3n
So the decision rule is defined as
0.1 = P(Reject Ho|Hp)
= P(Z < z4|Hp)
o —
=P ( 1 )
V3n
X~ —1.28

+1)

=P(0 < o

Exercise B
We want the power of our test, when the true value of 6 is 0.9, to be at least 0.85

—1.28
0.85 < P(RejectHy|H,) = P(0 < + 1/ =0.9
> ( ) 0‘ 1) ( \/% | )

A —1.28
609 —Z+1-09
( 09< V3n |0 =0.9

=P 0.9 0.9
V3 V3n
—1.28
+0.1
=P(Z < 210 = 0.9)
V3n



We need therefore

—1.28 V3n
. > 1.
09 +010.9 > 1.036

3n > 22.122
n > 163.09

158

We have taht X1,..., X,, are iid with distribution

Zq

f(xi;0) = |679 for z; =0,1,2,...,
€T
The MLE for 60 is
~ 1<
0=— ;e
n 2 X
=1
We want to test
H() 10 =
Hi:0>1
using a significance level a = 0.05
Exercise A.
We have that .
E0)=1¢6

Under Hy we have that

So the decision rule is defined as
0.05 = P(Reject Hy|Hp)

= P(Z > z4|Ho)

0—1

~ 1.645
=P

0> n

+1)
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Exercise B

We want the power of our test, when the true value of 6 is 1.05, to be at least 0.8

. 1.645
0.8 < P(RejectHol Hy) = P(0 > === + 119 = 1.05)
A 1.645
6 —1.05 ==+ 1—-1.05
— P > Y 10 = 1.05)
1.05 1.05
1.645
=P(Z> 10 = 1.05)

We need therefore

v

1.05
n

1.64
ﬁ7005 v < —0.84

1.645 0.05
——F— < 208

105  V1.05
n > 2511.5
15C
We have that X1,...,X,, are iid with distribution
1 1\™
f(xiﬁ):f(xi;9)20<1—0> for ; =0,1,2,...,
The MLE for 6 is N
~ 1
=1+ — i
+ - ZXZ
=1
We want to test
Ho :0=2
Hy:0>2
using a significance level a = 0.05
Exercise A.
We have that R
E) =0
A 060 —1
Var(0) = oo-1
n

Moreover, since n is large we can rely on the central limit theorem. This implies that

00
Z = ~ N(0,1)
0(6—1)
Under Hy we have that A
0—2
Z = ~ N(0,1)
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So the decision rule is defined as
0.05 = P(Reject Hy|Hp)

= P(Z > zo|Hy)

0—2

n

X 2
=Pl > 1.645\/;—# 2)

We want the power of our test, when the true value of € is 0.9, to be at least 2.05

Exercise B

R 2
0.9 < P(Reject Ho|Hy) = P(0 > 1.645y/ = + 2|6 = 2.05)
n

G205 1645242205
10 = 2.05

>
/2.1525 /2.1525
— P(Z > 1.645y) —— — 0.05,/ —"—|¢ = 2.05)
B ' 2.1525 O\ 21525 77

=P

We need therefore

2 n
1.64 —0.
0451/ 51505 — V0% 5155 < *09
2 n
1.64 —o. 12
0454/ 51505 ~ 0-0%\/ 21595 < 1B
2
21525 [ 1.6454/ 2 198
0.05 2.1525
n > 7070.52
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16A

The residual plot is
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While the plot related to datasetl does not show any visible pattern, the residual plot for dataset 2 clearly
shows that the variance is not constant wrt to x, something that is in contrast with the assumptions behind

the linear model.

16B

The scatterplot is
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The scatterplot related to dataset 1 shows a non linear relatioship between x and y. The simple linear model
assumes, on the contrary, a linear relatioship between the two variables. The scatterplot for dataset 2 seems

to respect such assumption.

16 C

The scatter plot is
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Dataset.1 Dataset.2

O ' 4
LY [ ] °
15-
° 75- .‘. o
o o [} ’. 1
L] (X ) °®
) o ® el
° ° °
o _% ° 5.0 - e . 2° °
10- ° o %e ..:. Q...
~. ° (P9 o’ o :
> .. . ° ..‘. [}
° ° [
o ® . 2.5- — °
C oo. ® ooy p®
.'.. ° L '
5- o ° = .0‘0.0'
- | ’ ® . 0.0 —
.0- °
° ... o ° 5 "..
e, o.. o O
’.o.:.O ° % °
o % ¢ ¢ ° ° °
0- #Me® ° ° —2.5- o® (X
: 2I5 5I0 7I5 160 (I) 2I5 5IO 7I5 l(I)O
X

Both scatterplot could agree with the assumption of a linear relationship between x and Y. The scatterplot
related to dataset 1 shows a clear tendency for the variance of Y;|x; to increase with the value of z;, this is
contrast with the assumption of the linear model that assumes constant variance for the error term. This
asssumption seems to be respected by the dataset 2.

16 D

The residual is
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Dataset.1 Dataset.2
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While the residuals for datasetl show no visible pattern, they are centered around 0 and appear to have
constant variance, the residuals for dataset2 show a clear pattern that points to a non-linear relatioship

between the variables ¢ and Y.
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