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Monday Wednesday
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23:59

Week 16 (Mon. April 15 - Friday April 19)

Monday Wednesday Thursday & Friday

Summary
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Team based learning: 

Class structure



Individual quiz

• Find the right answer alone

• Choose the answer that fits best

• No helping material



Team quiz

• Find the right answer in your teams

• Choose the answer that fits best

• No helping material



Feedback
�estion 1: Which of the following is the LEAST important
assumption for simple linear regression?

A "1, . . . , "n are Gaussian
B "1, . . . , "n have mean zero
C "1, . . . , "n are independent
D (x1, Y1), . . . , (xn, Yn) have a linear relationship

�estion 2: Which of the following is NOT an assumption
used in simple linear regression?

A x1, . . . , xn are independent
B "1, . . . , "n are Gaussian
C "1, . . . , "n have mean zero
D (x1, Y1), . . . , (xn, Yn) have a linear relationship

�estion 3: What are the least squares estimators for ↵ and
�, the intercept and slope respectively in simple linear regres-
sion?

A ↵̂ = Ȳ � �̂x̄, �̂ =
Pn

i=1(xi�x̄)(Yi�Ȳ )Pn
i=1 xi(xi�x̄)

B ↵̂ = Ȳ , �̂ =
Pn

i=1 xiYiPn
i=1 x2

i

C ↵̂ = Ȳ � �̂x̄, �̂ =
Pn

i=1(Yi�(b0+b1xi))
2

Pn
i=1(xi�x̄)2

D ↵̂ = Ȳ , �̂ =
Pn

i=1(xi�x̄)YiPn
i=1(xi�x̄)2

�estion 4: What are the maximum likelihood estimators for
↵, �, and �2?

A ↵̂ = Ȳ � �̂x̄, �̂ =
Pn

i=1(xi�x̄)(Yi�Ȳ )Pn
i=1 xi(xi�x̄) , �̂2 = 1

n

Pn
i=1(Yi �

(b0 + b1xi))2

B ↵̂ = Ȳ , �̂ =
Pn

i=1 xiYiPn
i=1 x2

i
, �̂2 = 1

n�2

Pn
i=1 Y

2
i

C ↵̂ = Ȳ � �̂x̄, �̂ =
Pn

i=1 xiYiPn
i=1 x2

i
, �̂2 = 1

n�2

Pn
i=1(Yi � ↵̂ �

�̂xi)2

D ↵̂ = Ȳ , �̂ =
Pn

i=1(xi�x̄)YiPn
i=1(xi�x̄)2 , �̂2 =

Pn
i=1 Y

2
i

�estion 5: What is the di�erence between a prediction inter-
val and a confidence interval in simple linear regression?

A A (1�↵)⇥ 100% confidence interval has (1�↵)⇥ 100%
chance of containing the prediction µ0 at x0, whereas a
(1 � ↵) ⇥ 100% prediction interval has (1 � ↵) ⇥ 100%
chance of containing the response Y0 at x0

B A confidence interval is a prediction interval, but a predic-
tion interval is not a confidence interval.

C A confidence interval is a prediction interval, but a predic-
tion interval is not a confidence

D A (1�↵)⇥ 100% confidence interval has (1�↵)⇥ 100%
chance of containing response Y0 at x0, whereas a (1 �
↵)⇥100% prediction interval has (1�↵)⇥100% chance
of containing the prediction µ0 at x0
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�estion 5: What is the di�erence between a prediction inter-
val and a confidence interval in simple linear regression?

A A (1�↵)⇥ 100% confidence interval has (1�↵)⇥ 100%
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(1 � ↵) ⇥ 100% prediction interval has (1 � ↵) ⇥ 100%
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A ↵̂ = Ȳ � �̂x̄, �̂ =
Pn

i=1(xi�x̄)(Yi�Ȳ )Pn
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Brief review: Confidence intervals for µ0

Idea: we wish to make a prediction at x0 given by µ̂0 = ↵̂+ �̂x0:

E [µ̂0] = ↵+ �x0 = µ0

Var(µ̂0) = �2

✓
1

n
+

(x0 � x̄)2Pn
i=1(xi � x̄)2

◆
,

and:
µ̂0 � µ0r

S2
⇣
1
n + (x0�x̄)2Pn

i=1(xi�x̄)2

⌘ ⇠ tn�2.



Brief review: Constructing confidence intervals

We can then use the pivotal quantities to construct
(1� ↵)⇥ 100% confidence intervals:

µ̂� µ0p
S2 · C

⇠ tn�2

�t↵/2,n�2 <
µ̂� µ0p
S2 · C

< t↵/2,n�2

�t↵/2,n�2

p
S2 · C <µ̂� µ0 < t↵/2,n�2

p
S2 · C

�µ̂� t↵/2,n�2

p
S2 · C <�µ0 < �µ̂+ t↵/2,n�2

p
S2 · C

µ̂� t↵/2,n�2

p
S2 · C <µ0 < µ̂+ t↵/2,n�2

p
S2 · C ,

for

C =
1

n
+

(x0 � x̄)2Pn
i=1(xi � x̄)2

.



Brief review: Visualizing confidence intervals for µ0
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The confidence interval (CI) margin of error (MOE) is then:

t↵/2,n�2

p
S2 · C = t↵/2,n�2

s

S2

✓
1

n
+

(x0 � x̄)2Pn
i=1(xi � x̄)2

◆

= t↵/2,n�2S

s
1

n
+

(x0 � x̄)2Pn
i=1(xi � x̄)2

.
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Brief review: Predicting mean vs individual responses
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I Note that many of the individual responses are outside of the
CI

I That is because the CI is for the mean, µ0 at some x0, not a
response Y0 at some x0!

I How can we make a CI for Y0?
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Brief review: Prediction interval setup

We will assume "1, . . . , "n
iid⇠ N(0,�2), and,

Y0 ⇠ N(↵+ �x0,�
2),

and will estimate Y0 with:

Ŷ0 = µ̂0 = ↵̂+ �̂x0.

Hence,

Ŷ0 = µ̂0 ⇠ N

✓
µ0,�

2

✓
1

n
+

(x0 � x̄)2Pn
i=1(xi � x̄)2

◆◆

I Note: this does not yet account for variability in responses
around µ0!
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Brief review: Prediction intervals
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S2
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Brief review: Predicting mean vs individual responses
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Runo↵ (based on problem 3, Spring 2019)
TMA4245 STATISTICS 7 June 2019 Page 3 of 6
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(a) Precipitation xi against runo� yi.

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

−200

0

200

400

600

1500 2000 2500
Predicted runoff (mm / year)

R
es

id
ua

l

(b) Fitted runo� �yi against residuals ei.

Figure 1: Observations (xi, yi) and fitted regression line �yi = ��0 + ��xi, and fitted
runo� �yi against residuals ei.

a) Briefly explain how the least squares method can be used to find estimators
of �0 and �1, and illustrate by drawing a figure. You are not required to
derive the expressions of the estimators.
Consider the fitted model shown in Figure 1.
Discuss briefly whether it is reasonable to use a linear regression model. In
particular, state (briefly) what assumptions must be satisfied for a linear
regression model to be used.

Assume that we now are interested in predicting future runo� for a new year Y0
given annual precipitation x = x0, from the model defined in (1), where (x0, Y0) is
independent of (x1, Y1), (x2, Y2), . . . , (x25, Y25). It is given that �Y0 = ��0 + ��1x0 is a
reasonable point estimator for the expected runo� µY |x0 = �0 + �1x0 when annual
precipitation is x0. It is given that ��0 = �1364 and ��1 = 1.08.

You can further in the problem use (without proof) that (n�2)S2

�2 � �2
n�2, that is,

chi-squared distributed with n � 2 degrees of freedom. You can also use that Ȳ
and ��1, and �Y0 and (n�2)S2

�2 are independent random variables.

Page 2 of 6 TMA4245 STATISTICS 7 June 2019

The consultancy firm has collected the power consumptions x1, x2, . . . , x17 from 17
housing units that on average consumed x̄ = 1

17
�17

i=1 xi = 3200 kilowatt hours a
year with a sample standard deviation of s =

�
1
16
�17

i=1(xi � x̄)2 = 300 kilowatt
hours for charging an electric car.

a) Formulate the above question as a hypothesis test.
Perform the hypothesis test that you specified with a significance level of
� = 0.05. In particular, state the probability distribution of the test statistic
that you use.
Can the housing cooperative, based on the result of the hypothesis test,
conclude that the power consumption is higher than 3000 kilowatt hours?

Problem 3 Runo�

The annual runo� Y (millimetres per year) is a measure of how large portion of
the annual precipitation (millimetres per year) in a specific area, often called a
drainage basin, that runs out in connected waterways. The di�erence between
annual precipitation and annual runo� is assumed to have evaporated from the
drainage basin.

Assume the following linear relationship between annual runo� Y and annual pre-
cipitation x within a drainage basin,

Y = �0 + �1x + �, (1)
where �0 and �1 are unknown constants and � is normally distributed with expected
value (mean) 0 and unknown variance �2.

Hydrologists have collected independent observations from the drainage basin of
interest over a period of 25 years, that is, a random sample (x1, Y1), (x2, Y2), . . . ,
(x25, Y25) from the model defined in (1). It is given that the following are unbiased
estimators of �1, �0 and �2, respectively:

��1 =
�25

i=1(xi � x̄)Yi�25
i=1(xi � x̄)2

��0 = Ȳ � ��1x̄

S2 = 1
23

25�

i=1

�
Yi � ��0 � ��1xi

�2
.

(2)

In Figure 1a, the observed values (x1, y1), (x2, y2), . . . , (x25, y25) are shown together
with the fitted regression line �yi = ��0 + ��xi.

I Figure 1b, the fitted runo� �yi is plotted against the residuals ei = yi � �yi.



Runo↵ (problem 3b, Spring 2019)
TMA4245 STATISTICS 7 June 2019 Page 3 of 6
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(a) Precipitation xi against runo� yi.
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(b) Fitted runo� �yi against residuals ei.

Figure 1: Observations (xi, yi) and fitted regression line �yi = ��0 + ��xi, and fitted
runo� �yi against residuals ei.

a) Briefly explain how the least squares method can be used to find estimators
of �0 and �1, and illustrate by drawing a figure. You are not required to
derive the expressions of the estimators.
Consider the fitted model shown in Figure 1.
Discuss briefly whether it is reasonable to use a linear regression model. In
particular, state (briefly) what assumptions must be satisfied for a linear
regression model to be used.

Assume that we now are interested in predicting future runo� for a new year Y0
given annual precipitation x = x0, from the model defined in (1), where (x0, Y0) is
independent of (x1, Y1), (x2, Y2), . . . , (x25, Y25). It is given that �Y0 = ��0 + ��1x0 is a
reasonable point estimator for the expected runo� µY |x0 = �0 + �1x0 when annual
precipitation is x0. It is given that ��0 = �1364 and ��1 = 1.08.

You can further in the problem use (without proof) that (n�2)S2

�2 � �2
n�2, that is,

chi-squared distributed with n � 2 degrees of freedom. You can also use that Ȳ
and ��1, and �Y0 and (n�2)S2

�2 are independent random variables.

Assume that we now are interested in predicting future runo↵ for a
new year µ0 given annual precipitation x = x0, from the model
defined in (1), where (x0,Y0) is independent of (x1,Y1), (x2,Y2),
. . . , (x25,Y25). Assume that Ŷ0 = �̂0 + �̂1x0 is a reasonable point
estimator for the expected runo↵ µY |x0 = �0 + �1x0 when annual

precipitation is x0. Assume �̂0 = �1364, �̂1 = 1.08, and
S2 = 1562.
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(a) Precipitation xi against runo� yi.
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(b) Fitted runo� �yi against residuals ei.

Figure 1: Observations (xi, yi) and fitted regression line �yi = ��0 + ��xi, and fitted
runo� �yi against residuals ei.

a) Briefly explain how the least squares method can be used to find estimators
of �0 and �1, and illustrate by drawing a figure. You are not required to
derive the expressions of the estimators.
Consider the fitted model shown in Figure 1.
Discuss briefly whether it is reasonable to use a linear regression model. In
particular, state (briefly) what assumptions must be satisfied for a linear
regression model to be used.

Assume that we now are interested in predicting future runo� for a new year Y0
given annual precipitation x = x0, from the model defined in (1), where (x0, Y0) is
independent of (x1, Y1), (x2, Y2), . . . , (x25, Y25). It is given that �Y0 = ��0 + ��1x0 is a
reasonable point estimator for the expected runo� µY |x0 = �0 + �1x0 when annual
precipitation is x0. It is given that ��0 = �1364 and ��1 = 1.08.

You can further in the problem use (without proof) that (n�2)S2

�2 � �2
n�2, that is,

chi-squared distributed with n � 2 degrees of freedom. You can also use that Ȳ
and ��1, and �Y0 and (n�2)S2

�2 are independent random variables.

Assume �̂0 = �1364, �̂1 = 1.08, and S2 = 1562. Questions:

1. Calculate the predicted runo↵ for a year with annual
precipitation equal to x0 = 2000 mm/yr.

2. Show that E [Ŷ0 � Y0] = 0.

3. Show that Var(Ŷ0 � Y0) = �2
⇣
1 + 1

25 + (x0�x̄)2P25
i=1(xi�x̄)2

⌘
.

4. Give a 95% prediction interval for the observed annual runo↵
for a year with precipitation equal to x0.
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Harald thinks the expected price is 100 Euros, whereas a friend of him thinks it
has become more expensive. They agree that the standard deviation is known
and equal to 20 Euros. Harald collects data to study whether the expected price
has become higher than 100 Euros. He makes a number of calls and collects price
data, x1, . . . , x20, for 20 hotel rooms. He gets x̄ = 120 Euros.

b) Formulate the problem as an hypothesis test.
Use the normal assumption and the given numbers to perform the hypothesis
test with significance level 0.05.

c) Now assume that the true mean value equals 110 Euros.
Find the power of the test.
Find how many observations Harald must collect for the power to be 0.95?

Problem 3 Concentration of medicine

In this problem we are going to consider a disease for which the treatment is to
inject a medicine into the blood. Let x denote the dose of medicine a patient gets
injected. We will assume that this dose can be controlled and therefore we do
not consider x to be stochastic. Twenty-four hours after the medicine is injected,
the concentration, Y , of the medicine in the blood is measured. We assume the
following linear regression model for the relation between x and Y ,

Y = bx + �,

where b is an unknown parameter and � has a normal distribution with zero mean
and variance �2. In all parts of this problem we assume �2 = 2.02 to be known.

Assume we have observed values for n = 10 patients and let xi and Yi for i =
1, 2, . . . , n be corresponding values of injected dose and measured concentration in
the blood. We assume Y1, Y2, . . . , Yn to be independent stochastic variables and
we assume the regression model above to hold for each of them. Observed values
for the n patients are:

patient i 1 2 3 4 5 6 7 8 9 10
xi 2.0 5.0 2.5 2.5 4.5 5.5 3.0 6.0 3.0 2.5
yi 2.9 11.5 5.1 7.9 9.7 11.0 8.6 13.8 5.7 2.4
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Figure 1: Left: Residual plot. The dose xi is plotted along the x-axis and estimated
value for the residual �i is plotted along the y-axis. Right: Normal quantile-quantile
plot (QQ-plot) for the estimated residuals.

It is given that �n
i=1 xi = 36.5, �n

i=1 x
2
i = 152.25 and �n

i=1 xiyi = 331.65.

For the model and the data given above Figure 1 shows the residual plot and a
normal quantile-quantile plot (QQ-plot) for the estimated residuals.

a) Describe briefly how a normal quantile-quantile plot (QQ-plot) can be used
and how the plot is to be interpreted.
Based on the plots in Figure 1, discuss whether the observed values appear
to fit the assumed model.

To estimate the parameter b, the estimators

�b =
�n

i=1 Yi�n
i=1 xi

, �b = 1
n

n�

i=1
Yi and ��b =

�n
i=1 xiYi�n
i=1 x

2
i

are proposed. It is given that ��b is unbiased and that Var
�
��b
�

= �2/
�n

i=1 x
2
i .

b) Which of the three estimators do you prefer when n = 10 and the observa-
tions are as given above? Give reason for your answer.

c) Write down the likelihood function for b for the situation described above.
Use the likelihood function to derive the maximum likelihood estimator
(MLE) for b.
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Figure 1: Left: Residual plot. The dose xi is plotted along the x-axis and estimated
value for the residual �i is plotted along the y-axis. Right: Normal quantile-quantile
plot (QQ-plot) for the estimated residuals.
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2
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i=1 xiyi = 331.65.

For the model and the data given above Figure 1 shows the residual plot and a
normal quantile-quantile plot (QQ-plot) for the estimated residuals.

a) Describe briefly how a normal quantile-quantile plot (QQ-plot) can be used
and how the plot is to be interpreted.
Based on the plots in Figure 1, discuss whether the observed values appear
to fit the assumed model.

To estimate the parameter b, the estimators
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�n

i=1 Yi�n
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n
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b) Which of the three estimators do you prefer when n = 10 and the observa-
tions are as given above? Give reason for your answer.

c) Write down the likelihood function for b for the situation described above.
Use the likelihood function to derive the maximum likelihood estimator
(MLE) for b.

Answer as an individual:
1. How should the residual plot (left) and the normal
quantile-quantile (QQ) plot (right), be interpreted?
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tions are as given above? Give reason for your answer.

c) Write down the likelihood function for b for the situation described above.
Use the likelihood function to derive the maximum likelihood estimator
(MLE) for b.

Discuss in a group:
1. How should the residual plot (left) and the normal
quantile-quantile (QQ) plot (right), be interpreted?



Medicine concentration (based on problem 3, Spring 2016)TMA4240/TMA4245 Statistics, August 2016 Page 3 of 4
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value for the residual �i is plotted along the y-axis. Right: Normal quantile-quantile
plot (QQ-plot) for the estimated residuals.
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b) Which of the three estimators do you prefer when n = 10 and the observa-
tions are as given above? Give reason for your answer.

c) Write down the likelihood function for b for the situation described above.
Use the likelihood function to derive the maximum likelihood estimator
(MLE) for b.

Answer as an individual:
2. Given the residual plot (left) and the normal quantile-quantile
(QQ) plot for the residuals (right), do the model assumptions
appear to be reasonable?
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tions are as given above? Give reason for your answer.

c) Write down the likelihood function for b for the situation described above.
Use the likelihood function to derive the maximum likelihood estimator
(MLE) for b.

Discuss and solve as a group:
3. Which of the three estimators do you prefer when n = 10?

A) b̃

B) b̂

C) ˆ̂b
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ˆ̂b =

Pn
i=1 xiYiPn
i=1 x

2
i

�(y ; µ,�2) =
1p
2⇡�2

exp

⇢
� 1

2�2
(y � µ)2

�

Discuss and solve as a group:
3. Write down the likelihood function for b given observation pairs
(x1, y1), . . . , (xn, yn) and given �2 = 2. What is the maximum
likelihood estimator for b?
A) b̂MLE =

1
n

Pn
i=1 Yi

B) b̂MLE =
Pn

i=1 YiPn
i=1 xi

C) b̂MLE =
Pn

i=1 xiYiPn
i=1 x

2
i

D) b̂MLE =
Pn

i=1(xi�x̄)YiPn
i=1(xi�x̄)2

2
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Figure 1: Left: Residual plot. The dose xi is plotted along the x-axis and estimated
value for the residual �i is plotted along the y-axis. Right: Normal quantile-quantile
plot (QQ-plot) for the estimated residuals.

It is given that �n
i=1 xi = 36.5, �n

i=1 x
2
i = 152.25 and �n

i=1 xiyi = 331.65.

For the model and the data given above Figure 1 shows the residual plot and a
normal quantile-quantile plot (QQ-plot) for the estimated residuals.

a) Describe briefly how a normal quantile-quantile plot (QQ-plot) can be used
and how the plot is to be interpreted.
Based on the plots in Figure 1, discuss whether the observed values appear
to fit the assumed model.

To estimate the parameter b, the estimators

�b =
�n

i=1 Yi�n
i=1 xi

, �b = 1
n

n�

i=1
Yi and ��b =

�n
i=1 xiYi�n
i=1 x

2
i

are proposed. It is given that ��b is unbiased and that Var
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��b
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= �2/
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b) Which of the three estimators do you prefer when n = 10 and the observa-
tions are as given above? Give reason for your answer.

c) Write down the likelihood function for b for the situation described above.
Use the likelihood function to derive the maximum likelihood estimator
(MLE) for b.

Discuss and solve as a group:
4. Derive a (1� ↵)⇥ 100% confidence interval for b as a function
of x1, . . . , xn,Y1, . . . ,Yn, n,�2, and ↵, assuming �2 = 2, ↵ = 0.1,
and n = 10.

A) (1.9117, 2.4450)

B) (1.8769, 2.4797)

C) (1.8812, 2.4755)

D) (1.8845, 2.4721)

2
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i = 152.25 and �n

i=1 xiyi = 331.65.

For the model and the data given above Figure 1 shows the residual plot and a
normal quantile-quantile plot (QQ-plot) for the estimated residuals.

a) Describe briefly how a normal quantile-quantile plot (QQ-plot) can be used
and how the plot is to be interpreted.
Based on the plots in Figure 1, discuss whether the observed values appear
to fit the assumed model.

To estimate the parameter b, the estimators

�b =
�n

i=1 Yi�n
i=1 xi

, �b = 1
n

n�

i=1
Yi and ��b =

�n
i=1 xiYi�n
i=1 x

2
i

are proposed. It is given that ��b is unbiased and that Var
�
��b
�

= �2/
�n

i=1 x
2
i .

b) Which of the three estimators do you prefer when n = 10 and the observa-
tions are as given above? Give reason for your answer.

c) Write down the likelihood function for b for the situation described above.
Use the likelihood function to derive the maximum likelihood estimator
(MLE) for b.

Discuss and solve as a group:
4. Derive a (1� ↵)⇥ 100% confidence interval for b as a function
of x1, . . . , xn,Y1, . . . ,Yn, n,�2, and ↵, assuming �2 = 2, ↵ = 0.1,
and n = 10.

A) (1.9117, 2.4450)

B) (1.8769, 2.4797)

C) (1.8812, 2.4755)

D) (1.8845, 2.4721)
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Regardless of your answers in parts b) and c), you should in the rest of this problem
base your answers on the estimator ��b given above.

d) Explain why ��b has a normal distribution.
Derive a (1��) ·100% confidence interval for b expressed by n, x1, x2, . . . , xn,
Y1, Y2, . . . , Yn, �2 and �.
Find the interval numerically when the observations are as given above and
� = 0.10.

It is important that the concentration of medicine in the blood is not too high,
as this may give serious adverse e�ects. After having observed the results for the
first n = 10 patients (given above), the medical doctors receive a new patient and
after having examined this patient the medical doctors decide that it is important
that the measured concentration of medicine in the blood of this patient does not
exceed 10.0.

e) Find the highest dose x0 this new patient can get injected if one requires a
probability of at least 0.95 for the event that the measured concentration of
medicine after twenty-four hours does not exceed 10.0.

Solve yourself!



Reminders

I Summary sessions on Wednesday and Monday

I Stack and homework due Friday 11:59 pm


