Chapter 11
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Chapter 12

e Multiple linear regression model
Y = Bo + Biz1i + Poxai + . + +0kth + €, 1 =1,2,..,n5 n >k,

where €, €9, ..., €, are independent, ¢; ~ N(0,0?). In matrix form

Y =XG+e,
where
Y Iz wn oo g Bo €1
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e Least squares estimators Bo, Bl, - Bk of By, B1, ..., Br are solutions of the normal

equations
(X'X)3=X"Y.

In particular, if the matrix X’X is nonsingular, then
f=(X'X)"'X'Y.
The estimators B are normally distributed and have the following parameters:
EB =8, Cov(B) = oc*(X'X)™".
e An unbiased estimator of o2 is
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e Let Y and e be fitted values and residuals, that is

Y1 €1

~ Yé €9

Y = . J e = ?
Y, €n

where R A A A R
Y, = Bo + Bixvi + Pizoi + ... + Bixg



and R
e =Y, — Y.

e ANOVA in multiple regression. Sums of squares:

SSR=3(Y; - Y)?

=1

(regression sum of squares),

SSE =3 (Y - Yi)?

i=1
(error sum of squares),
SST = 3o~ Vi)
i=1

(total sum of squares).

Properties: 1) SSR and SSFE are independent, 2) SST = SSR+ SSE.

The hypothesis Hy : 1 = B2 = ... = [Br = 0 is tested versus the alternative H;
that at least one of 5-s is not 0 (Hy means that the regression is not significant, H;
— significant). The test statistik is

SSR/k

F=SsE/m—1-1)

Hy is rejected if ' > fo pn—k—1. The rejection means that at least one regressor is
important.
e Inference about j3; is based on
B; — B;
—— ~tpka,
S/
where ¢;; is the j-th diagonal element of the matrix (X'X)
the usual way.
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