
Chapter 8

• Two independent samples of sizes n1 and n2 respectively. The first one is from
a population with mean µ1 and variance σ2

1, the second one is from a population
with mean µ2 and variance σ2

2. If X̄1 and X̄2 are sample means of the samples, then
distribution of the statistic

(X̄1 − X̄2)− (µ1 − µ2)√
σ2
1/n1 + σ2

2/n2

is approximately standard normal.
• If (and only if!) X-s have a normal distribution, statistics X̄ and S2 are

independent.
• Distribution of S2. If Xi ∼ N(µ, σ2), then

(n− 1)S2

σ2
∼ χ2

n−1.

• Student t-distribution with m degrees of freedom: distribution of

T =
Z√
V/m

,

where Z and V are independent, Z ∼ N(0, 1), V ∼ χ2
m.

• If Xi ∼ N(µ, σ2), then

T =
√
n
X̄ − µ
S

has t-distribution with n− 1 degrees of freedom.
• Fisher F -distribution with m and n degrees of freedom: distribution of

F =
U/m

V/n
,

where U and V are independent, U ∼ χ2
m, V ∼ χ2

n.
• Two independent samples of sizes n1 and n2 respectively. The first one is from

a normal population with variance σ2
1, the second one is from a normal population

with variance σ2
2. If S2

1 and S2
2 are sample variances of the samples, then the statistic

S2
1/σ

2
1

S2
2/σ

2
2

has F -distribution with n1 − 1 and n2 − 1 degrees of freedom.
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