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Chapter 12

• Multiple linear regression model

Yi = β0 + β1x1i + β2x2i + ...+ +βkxki + εi, i = 1, 2, ..., n; n > k,

where ε1, ε2, ..., εn are independent, εi ∼ N(0, σ2). In matrix form

Y = Xβ + ε,

where

Y =


Y1
Y2
...
Yn

 , X =


1 x11 x21 . . . xk1
1 x12 x22 . . . xk2
...

...
...

. . .
...

1 x1n x2n . . . xkn

 , β =


β0
β1
...
βk

 , ε =


ε1
ε2
...
εn

 .

• Least squares estimators β̂0, β̂1, ..., β̂k of β0, β1, ..., βk are solutions of the normal
equations

(X′X)β = X′Y.

In particular, if the matrix X′X is nonsingular, then

β̂ = (X′X)−1X′Y.

The estimators β̂ are normally distributed and have the following parameters:

Eβ̂ = β, Cov(β̂) = σ2(X′X)
−1
.

• An unbiased estimator of σ2 is

S2 =
1

n− k − 1

n∑
i=1

(Yi − Ŷi)2.

• Let Ŷ and e be fitted values and residuals, that is

Ŷ =


Ŷ1
Ŷ2
...

Ŷn

 , e =


e1
e2
...
en

 ,

where
Ŷi = β̂0 + β̂1x1i + β̂1x2i + ...+ β̂1xki
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and
ei = Yi − Ŷi.

• ANOVA in multiple regression. Sums of squares:

SSR =
n∑
i=1

(Ŷi − Ȳ )2

(regression sum of squares),

SSE =
n∑
i=1

(Yi − Ŷi)2

(error sum of squares),

SST =
n∑
i=1

(Yi − Ȳi)2

(total sum of squares).
Properties: 1) SSR and SSE are independent, 2) SST = SSR + SSE.
The hypothesis H0 : β1 = β2 = ... = βk = 0 is tested versus the alternative H1

that at least one of β-s is not 0 (H0 means that the regression is not significant, H1

– significant). The test statistik is

F =
SSR/k

SSE/(n− k − 1)
.

H0 is rejected if F ≥ fα,k,n−k−1. The rejection means that at least one regressor is
important.
• Inference about βj is based on

β̂j − βj
S
√
cjj
∼ tn−k−1,

where cjj is the j-th diagonal element of the matrix (X′X)−1, and is performed in
the usual way.
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