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1. Multivariate normal

1

B 2] and

Let X = [?1] be a bivariate normal random vector with mean pu = {
2

. 1 1
covariance X = [1 2] .

(a) Find the distribution of X; — 2X5.
(b) Let x5 be a real number. Find the conditional distribution of X; given X, = .

(c) Find a constant ¢ such that X; and X; + cX, are independent

2. Multiple linear regression

We consider the multiple linear regression model (model A)
Y; = Bo + frz1 + Bawa + Baws + Paxa + &

where g; ~ N(0,0?), for i = 1,...,n and all e-s independent.
The model summary (R output for model A) for n = 65 observations is given on page 2.

We also consider a reduced model, model B,
Y; = Bo + Bix1 + Bawa + B3x3 + &5
where the covariate x, from model A is not included.

The model summary for the 65 observations is given on page 3.

(a) Fill in the missing values (3 question marks) in the R output for model A.

Use the t,,_, - distributed statistic

1=l
SE(8;)

to derive the expression for a (1 — «) - 100% confidence interval for a coeflicient ;.
Calculate a 95% confidence interval for 8; using the R output for model A.

Which model do you prefer, model A or model B? Justify your answer.
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We continue with model B and consider a new point xq, where the first element of the
vector corresponds to the intercept, then x1, x5, x3. Let Y, denote a new observation at
Xo, independent of previous observations Y7, ..., Ygs.

(b) What is the distribution of the prediction Yy = x73? Use Cov(8) = o%(XTX)™!,
where X is the 65 x 4 design matrix.

And what is the distribution of the prediction error £y = Yy — Yo?

Calculate the prediction gy at xo = (1,0, 3,0)” using the R output for model B, and
also calculate a 95% prediction interval using

1.8 00 —-04 -0.3
01 02 00 0.0
-04 00 02 0.0
-03 00 00 0.1

Cov(B) =

Call:
Im(formula =y ~ x1 + x2 + x3 + x4)

Residuals:
Min 1Q Median 3Q Max
-6.2067 -2.2215 -0.1877 3.0400 9.3978

Coefficients:
Estimate Std. Error t value Pr(>|tl)
(Intercept)  3.9807 1.8846 2.112 0.03884 *
x1 2.4094 0.4262 5.653 4.64e-07 **x
x2 1.2718 0.4808 2.645 0.01040 x*
x3 -1.0141 ? -3.377 0.00129 *x*
x4 -0.1014 0.3236 -0.313 0.75519
Signif. codes: 0 “**x*x’ 0.001 ‘*x’ 0.01 ‘x> 0.05 ‘.” 0.1 ¢ > 1

Residual standard error: 3.885 on 60 degrees of freedom
Multiple R-squared: 7 , Adjusted R-squared: 0.4597
F-statistic: 14.61 on 7 and 60 DF, p-value: 2.172e-08
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Call:
Im(formula =y ~ x1 + x2 + x3)

Residuals:
Min 1Q Median 3Q Max
-6.3124 -2.2275 -0.2984 3.0837 9.4508

Coefficients:
Estimate Std. Error t value Pr(>|tl)
(Intercept) 3.5642 1.3256 2.689 0.009235 **
x1 2.4355 0.4149 5.870 1.93e-07 *xxx
x2 1.2523 0.4732 2.647 0.010331 *
x3 -1.0280 0.2948 -3.487 0.000913 **x
Signif. codes: 0 “**x*x’ 0.001 ‘*x’ 0.01 ‘%> 0.05 ‘.” 0.1 ¢ > 1

Residual standard error: 3.857 on 61 degrees of freedom
Multiple R-squared: 0.4926, Adjusted R-squared: 0.4677
F-statistic: 19.74 on 3 and 61 DF, p-value: 4.625e-09
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3. Partial F-test

Consider a linear regression model Y = X3 + €, where € ~ MVN(0, ¢%I,,) and 3 is a
vector of length p. Let X, denote the design matrix corresponding to only the first r
columns of X. Divide 3 into 8, of length r (including the intercept) and 3 of length
p — r so that the full model can be written as

Y = X(],BO + Xl,Bl + g.

We will test Hy : 8, = 0 against H; : 8, # 0 using a partial F-test.
The restricted model (under Hy) is

Y :X0,60+€.

Define projection matrices H = X (X?X)™!'X for the full model and Hy = Xo(XZ X)X,
for the restricted model. The residual vector from fitting the full model is then (I — H)Y
and for the restricted model (I — Hy)Y.

(a) A statistic for the partial F-test can be expressed in terms of the differences in error
sums of squares between the full (SSE) and restricted (SSEq) model;

(SSEg — SSE)/(p — )

M= TSR - p)

Show that, when Hj is true, (SSEq — SSE)/o? is x*-distributed with p — r degrees of
freedom.

Show that, when Hy is true, the test statistic 7 has an F-distribution with (p—r, n—p)
degrees of freedom.

(b) Another statistic for the partial F-test is constructed from the estimator [31 (the last
p — r elements of the estimator B = (X?X)7'X?Y) and its estimated covariance
Cov(B;) = %COV</31)§

1 ar— o .
F2 = pTTﬁl COV(ﬂl) 1,81.
Show that F; = F,. You may use that for a null hypothesis Hy : C8 = d, the
residuals for the restricted model can be expressed as

I-H)Y = (I-H)Y +XX'X)"'cT(cX"X)'ch)"(Ca - d).
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4. 2-level fractional factorial designs

Consider a 257! fractional factorial design with generator ABCD = E.

(a) In this design, main effects are aliased with 4-factor interaction effects. Which effects
are the 2-factor interaction effects aliased with? What is the resolution of the design?

We will assume that all 3-factor interactions and higher are negligible. Furthermore, we
will only estimate two-factor interaction effects including the factor A.

(b) Write down the regression model one would use for estimation of main effects and the
relevant two-factor interactions.

Explain briefly all the components of the model and the model assumptions.

The R output from fitting the regression model with n = 16 observations collected from
one experimental run of the 2°~! fractional factorial design is given on page 6.

(c) Using a Bonferroni correction to control the FWER at 5%, which effects are signifi-
cant? Do not perform a test of the intercept.

Sketch an interaction effects plot for the 2-factor interaction between factors A and
E. Use the levels of A on the x-axis. Show calculations. Use your sketch to give a
brief interpretation of the interaction effect.

The total sums of squares (SST) is 205.09. Use the R output to calculate the pro-
portion of the total sums of squares that is accounted for by the main effect A in the
model.
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Call:
Im(formula =y ~"A+B+C+D+E+A*B+A*xC+Ax*xD+ A xE)

Residuals:
Min 1Q Median 3Q Max
-1.5366 -0.1178 -0.1011 0.4016 1.1023

Coefficients:
Estimate Std. Error t value Pr(>|tl|)

(Intercept) 29.78024 0.29019 102.623 5.77e-11 =x*x
A 2.03032 0.29019 6.997 0.000425 **x
B -0.72472 0.29019 -2.497 0.046693 x

C 0.98461 0.29019 3.393 0.014622 x*

D 1.75879 0.29019 6.061 0.000915 *x**
E -0.07614 0.29019 -0.262 0.801810

A:B 1.02634 0.29019 3.537 0.012267 *
A: -0.20709 0.29019 -0.714 0.502249

A:D 0.03434 0.29019 0.118 0.909669

A:E -1.58100 0.29019 -5.448 0.001590 **
Signif. codes:

0 “**xx’ 0.001 “**x> 0.01 ‘x’ 0.05 ‘.’ 0.1 ¢’ 1

Residual standard error: 1.161 on 6 degrees of freedom
Multiple R-squared: 0.9606, Adjusted R-squared: 0.9015
F-statistic: 16.25 on 9 and 6 DF, p-value: 0.001479



